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ABSTRACT

We estimate linguistic-based classification models of deceptive discussions
during quarterly earnings conference calls. Using data on subsequent finan-
cial restatements and a set of criteria to identify severity of accounting prob-
lems, we label each call as “truthful” or “deceptive.” Prediction models are
then developed with the word categories that have been shown by previous
psychological and linguistic research to be related to deception. We find that
the out-of-sample performance of models based on CEO and/or CFO narra-
tives is significantly better than a random guess by 6-16% and is at least equiv-
alent to models based on financial and accounting variables. The language of
deceptive executives exhibits more references to general knowledge, fewer
nonextreme positive emotions, and fewer references to shareholder value.
In addition, deceptive CEOs use significantly more extreme positive emotion
and fewer anxiety words. Finally, a portfolio formed from firms with the high-
est deception scores from CFO narratives produces an annualized alpha of
between —4% and —11%.
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1. Introduction

Assessing whether reported financial statements are intentionally misstated
(or manipulated) is of considerable interest to researchers, creditors, eq-
uity investors, and governmental regulators. Prior research has used a va-
riety of accounting-based models to uncover manipulations (e.g., Jones
[1991], Dechow and Dichev [2002], McNichols [2000], Dechow et al.
[2011]). In addition, professional organizations, such as Audit Integrity
Inc. (now GovernanceMetrics International), have developed commer-
cial models that claim to provide warning signs of managerial manipu-
lation of accounting reports. Despite extensive prior research, the ability
of these models to identify and predict accounting manipulations is quite
modest.

In this paper, we take a different approach to the prediction of finan-
cial statement manipulations. Rather than use heuristics based on account-
ing relations, we analyze linguistic features present in CEO and CFO state-
ments during quarterly earnings conference calls. In particular, we exam-
ine the formal Management Discussion (MD) and Question and Answer
(Q&A) narratives in conference calls for linguistic features that predict
“deceptive” reporting of financial statements. Our study is based on the
considerable prior work in linguistics, psychology, and deception detection
research, which finds that the language composition of truthful narratives
differs from that of false narratives. Our primary assumptions are that CEOs
and CFOs know whether financial statements have been manipulated and
formal and spontaneous narratives of these executives provide cues that
can be used to identify deceitful (or lying) behavior.

Using a comprehensive set of electronic transcripts for quarterly confer-
ence collected by FactSet Research Systems Inc. and restatements identified
by Glass, Lewis and Co., we build prediction models for the likelihood of
deception during the September 2003 to May 2007 time period. Four dif-
ferent alternative methods are used to label a conference call narrative as
“deceptive.” The first approach labels a restatement as deceptive if it in-
volves one of the following: a disclosure of a material weakness, an auditor
change, a late filing, or a Form 8K filing. The second approach labels a re-
statement as deceptive if it relates to an irregularity as described in Hennes,
Leone, and Miller [2008] or if it involves accounting issues that elicit a
significant negative market reaction such as those described in Palmrose,
Richardson, and Scholz [2004] and Scholz [2008]. The third approach la-
bels a restatement as deceptive if it involves an irregularity as defined in
Hennes, Leone, and Miller [2008]. Finally, the fourth approach labels a
restatement as deceptive if the restatement involves a formal SEC investiga-
tion that leads to an issuance of an Accounting and Auditing Enforcement
Release (or AAER).

In out-of-sample tests, our linguistic classification models based on CFO
(CEO) narratives perform significantly better than a random guess by
6-16%. We also find that the models based on linguistic categories
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have statistically better or equivalent predictive performance compared to
various accounting models that rely on discretionary accruals and the com-
mercial accounting score developed by Audit Integrity Inc.

In terms of the linguistic features, deceptive CEOs and CFOs use more
references to general knowledge, fewer nonextreme positive emotion
words, and fewer references to shareholder value. We also find substan-
tial differences between CEOs and CFOs. Deceptive CEOs use significantly
more extremely positive emotion words and fewer anxiety words. In con-
trast, deceptive CFOs do not use extremely positive emotion words. How-
ever, they use significantly more words of negation and extremely negative
emotion words. These results are generally consistent with prior theoretical
and empirical studies of deception in psychology and linguistics.

Finally, to assess the economic relevance of our linguistic models, we
construct monthly calendar time portfolios of firms according to decep-
tion scores of their conference calls. Each firm is selected to the equally
weighted portfolio for three months. The composition of the portfolios is
updated monthly. The annualized alpha (estimated using the four-factor
model) for this portfolio selection strategy using the CFO linguistic model
is between a negative 4% and 11%, depending on the deception criterion
and score percentile. The results for the CEO linguistic models do not pro-
duce a statistically significant alpha.

Overall, our results suggest that the linguistic features of CEOs and CFOs
in conference call narratives can be used to identify financial misreporting.
Unlike extant accounting-based models that impose stringent data require-
ments, this linguistic approach can be applied to any company that has
a conference call. It is also useful to highlight that predicting accounting
manipulation is an extremely difficult task and that high levels of classifica-
tion performance are unlikely for this initial study. Despite this caveat, we
believe that our initial exploratory results suggest that it is worthwhile for
researchers to consider linguistic features when attempting to measure the
quality of reported financial statements.

The remainder of the paper consists of six sections. Section 2 provides
a review of prior accounting and finance work analyzing the linguistic fea-
tures of press releases, formal Securities and Exchange Commission (SEC)
filings, and other similar text documents. Section 3 discusses the theoreti-
cal background used to justify our choice of word categories. The sample
construction is discussed in section 4, and measurement and econometric
choices are developed in sections 4 and 5. Our primary results for the lin-
guistic prediction models are presented in section 6. Concluding remarks,
limitations, and suggestions for future research are provided in section 7.

2. Prior Research Analyzing Linguistic Features

Several recent papers in accounting and finance have analyzed various
linguistic features in formal corporate disclosures (e.g., Demers and Vega
[2010], Li [2006, 2008, 2010], Loughran, McDonald, and Yun [2009]),
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press releases (e.g., Davis, Piger, and Sedor [2007], Henry and Leone
[2009]), media news (e.g., Tetlock [2007], Tetlock, Saar-Tsechansky, and
Macskassy [2008], Core, Guay, and Larcker [2008]), and Internet message
boards (e.g., Antweiler and Frank [2004], Das and Chen [2007]). Many
of these studies differ in terms of the linguistic cues under consideration
and the techniques used to extract these features. For example, some stud-
ies count the frequency of particular words, whereas others analyze overall
positive (optimistic) or negative (pessimistic) tone in the text. Researchers
have used hand-collected lists of words, simple word counts from psychoso-
cial dictionaries, and estimates produced by various natural-language pro-
cessing classifiers.

Some prior work assumes that a carefully selected list of words can cap-
ture a particular linguistic characteristic. For example, Li [2006] examines
the risk sentiment of annual 10-K filings where risk sentiment is measured
by counting words related to risk (“risk,” “risks,” and “risky”) and uncer-
tainty (“uncertain,” “uncertainty,” and “uncertainties”). Core, Guay, and
Larcker [2008] analyze newspaper articles about CEO compensation and
identify articles that have negative tone by keywords. Similarly, Loughran,
McDonald, and Yun [2009] collect and analyze a list of ethics-related terms
in 10-K annual reports. However, hand-collected word lists can be con-
founded by researcher subjectivity and miss important dimensions that may
be captured by more comprehensive psychosocial dictionaries and auto-
matic classifiers. Conversely, an important advantage of hand collection is
that the researcher must identify the linguistic constructs of interest and
the precise words that are related to these constructs.

Another strand of this literature employs psychosocial dictionaries to
count words that reflect particular characteristics of the text such as
General Inquirer (GI) or Linguistic Inquiry and Word Count (LIWC)
(Pennebaker et al. [2007]). For instance, Tetlock [2007] examines investor
sentiment extracted from the “Abreast of the Market” column in the Wall
Street Journal by measuring the pessimism index that is composed of mostly
negative and weak words from the GI dictionary. Kothari, Li, and Short
[2009] also use GI to count negative and positive words in disclosures by
management, analyst reports, and business news. Davis, Piger, and Sedor
[2007] measure linguistic style (tone) in press releases for earnings using
the software package named Diction. The study measures words that are
optimistic (e.g., praise, satisfaction, and inspiration) or pessimistic (e.g.,
blame, hardship, and denial) as a percentage of all words in press releases.

Perhaps the most important criticism associated with using word count-
ing (“bag-of-words” approach) based on psychosocial dictionaries is that
this approach does not differentiate between several meanings of words
with the same appearance in the text. Pure word counting also does not
categorize combinations of words (or phrases) that might imply different
meanings from the constituent words. Another important issue is that most
of the general dictionaries are not compiled for analyzing business commu-
nication. This raises questions about whether the dictionary contains the
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necessary set of words for business communication. Despite these limita-
tions, the “bag-of-words” approach is simple, parsimonious, and replicable.

Another methodological approach is to apply text classifiers (such as the
common Naive Bayesian algorithm) from computational linguistics. For ex-
ample, Antweiler and Frank [2004] examine 1.5 million messages posted
on Yahoo! Finance and Raging Bull for 45 companies in the Dow Jones
Industrial Average and the Dow Jones Internet Index. Messages are auto-
matically classified into buy, hold, or sell categories. Similarly, Balakrishnan,
Qiu, and Srinivasan [2010] use text classification to assign manufacturing
firms as out-/underperforming based on narrative disclosures in their 10-K
filings. Li [2010] concludes that the tone measures estimated by the Naive
Bayesian classifier applied to forward-looking statements in the MD&A sec-
tion of 10-K and 10-Q filings exhibit a statistically positive association with
future performance, whereas the tone measures extracted using traditional
dictionaries (Diction, GI, and LIWC) are not associated with future perfor-
mance.

Some prior studies explicitly examine the readability and related obfus-
cation of written disclosures such as prospectuses or 10-K reports (e.g.,
Courtis [2004], Li [2008], Humpherys et al. [2011], Loughran and McDon-
ald [2011]). For instance, Li [2008] examines annual report disclosures by
counting linguistic features related to obfuscation, such as the relative fre-
quency of self-reference words, causation words, positive emotional words,
and future tense verbs. He finds that more causation words, less positive
words, and more future tense verbs are associated with obfuscation as mea-
sured by less persistent positive earnings. At the same time, Loughran and
McDonald [2011] find that negative, uncertainty, and litigious words in 10-
Ks are statistically significant in predicting 10b-5 fraud lawsuits only when
the word categories are weighted to account for the words rarity.

In contrast to prior studies on deception that use the text in written dis-
closures such as 10-Ks, we use arguably more spontaneous disclosures of
conference calls. There are a number of limitations to using formal disclo-
sures such as 10-Ks and 10-Qs in deception studies. First, formal disclosures
are more scripted and prior research has shown that their content does not
change much over time. Second, the different parts of the reports are writ-
ten and edited by different individuals and these individuals are unlikely to
be executives. Finally, these disclosures lack the spontaneity that character-
izes conference calls.

Prior accounting and finance research has uncovered a number of
provocative associations between linguistic cues and firm performance.
However, with the possible exception of obfuscation analysis of written dis-
closures by Li [2008], Loughran and McDonald [2011], and Humpherys
et al. [2011], there is little prior work using linguistic features to identify
deceptive reporting behavior by corporate executives. The purpose of this
paper is to use contemporary linguistic methods and analysis to develop a
predictive model for deception (or lying) by CEOs and CFOs during quar-
terly conference calls.
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3. Development of Word Categories

3.1 THEORETICAL BACKGROUND

We select our word categories based on the extensive review and synthesis
provided by Vrij [2008]. As discussed in Vrij [2008], the theoretical perspec-
tives used to explain an individual’s nonverbal behavior during deception
also appear to be applicable in explaining the verbal content of deceptive
speech. Four common theoretical perspectives are generally used in this
prior research: emotions, cognitive effort, attempted control, and lack of
embracement.

The emotions perspective hypothesizes that deceivers feel guilty and are
afraid to be caught in a deceptive act. Consequentially, they might experi-
ence negative emotions that are manifested in both negative comments and
negative affect. Deceivers are also likely to use general terms and do not re-
fer explicitly to themselves. As a result of this dissociation, their statements
are often short, indirect, and evasive.

Proponents of the cognitive effort perspective argue that fabricating a
lie is difficult. If a liar has little or no opportunity to prepare or rehearse,
his/her verbal statements are likely to lack specific detail and instead in-
clude more general terms and little mentioning of personal experiences.
Similar to the emotions perspective, this cognitive perspective implies fewer
self-references and shorter statements. Thus, a liar may sound implausible
and nonimmediate.

Control perspective theorists argue that liars avoid producing statements
that are self-incriminating. As a result, the content of deceptive statements
is controlled so that listeners would not easily perceive the statements to be
a lie. Consistent with the emotions and cognitive effort theories, this per-
spective implies general nonspecific language, fewer self-references, short
statements with little detail, and more irrelevant information as a substitute
for information that the deceiver does not want to provide. For example,
a liar speaks with greater caution and may use a greater number of unique
words to achieve lexical diversity. In contrast, truth-tellers often repeat their
information and this type of repetition leads to less lexical diversity.

Control by a speaker may also lead to a very regular or smooth speech
pattern when a narrative is prepared and rehearsed in advance. In contrast,
truth-tellers often adapt what they have said previously, sometimes expand-
ing on a discussion point that they forgot to mention at an earlier point.!
In contrast to the cognitive effort perspective, the attempted control theory

! Hence, to gain some basic insight into conference calls, we discussed this disclosure for-
mat with several investor relations consulting firms. They all suggested that a conference call
is an important event that sometimes involves considerable preparation and rehearsal by the
management team on a range of possible questions that are likely to be asked (specifically of
the CEO and CFO). To the extent that the CEO and CFO narratives are highly rehearsed, this
will make it very difficult for a linguistic model to detect deception or lying about financial
statements.
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implies that well-prepared answers are likely to contain fewer hesitations,
more specific statements, and a reduced number of general claims.

Finally, the advocates of the lack of embracement perspective argue that
liars appear to lack conviction because they feel uncomfortable when they
lie or because they have not personally experienced the supposed claims.
Similar to the other theories, this perspective implies that liars use more
general terms, fewer self-references, and shorter answers.

Overall, psychological and linguistic theories suggest that liars are more
negative and use fewer self-references. However, depending on the theo-
retical perspective (cognitive effort or attempted control) and whether the
presentations and answers of the CEO and CFO are well rehearsed, the
associations between specific linguistic features and deception are theoret-
ically ambiguous. The next subsection describes specific verbal cues of de-
ception that we include in our prediction models.

3.2 LIST OF WORD CATEGORIES

Although not a specific word category, several papers use response length
measured by the number of words as a deception cue (e.g., DePaulo et al.
[2003], Newman et al. [2003]). For instance, DePaulo et al. [2003] hypoth-
esize that liars are less forthcoming than truth-tellers and their responses
are shorter. This notion is similar to the emotions, cognitive effort, and lack
of embracement perspectives, which argue that deceivers produce state-
ments with fewer words. In contrast, the attempted control perspective
suggests that a falsified story can be well rehearsed, elaborate, and longer.
Thus, there is ambiguity about the direction of association between word
count and untruthful statements.>

The measurement strategy for our word categories is initially based on
well-developed word lists (e.g., LIWC and WordNet). As described below,
LIWC is a source for positive and negative emotions words, pronouns, cer-
tainty and tentative words, and speech hesitations. We also expand some
categories by adding synonyms from a lexical database of English WordNet.
To establish word categories specific to deception in the conference call set-
ting, we examined 10 transcripts for quarters in which financial results were
being subsequently restated. Based on our reading of these transcripts, we
create word lists for references to general knowledge, shareholder value,
and value creation. The description of word categories, typical words in-
cluded in each category, prior research supporting the category, and hy-
pothesized signs of association with untruthful narratives are summarized
in table 1. We acknowledge that our study is fundamentally exploratory
in nature and some hypothesized signs in table 1 are ambiguous. The hy-
pothesized signs are based on our assessment of the prior theoretical and

2We find that response length is highly positively correlated with our measure of lexical
diversity, defined as the number of unique words. As a result, we include only response length
in our analysis.
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empirical psychology and linguistic literatures that have examined lying
and deception.

The prior literature suggests that the use of first-person singular pro-
nouns implies an individual’s ownership of a statement, whereas liars try
to dissociate themselves from their words due to the lack of personal expe-
rience (Vrij [2008]). Dissociation might induce greater use of group refer-
ences rather than self-references. Accordingly, liars are less immediate than
truth-tellers and refer to themselves less often in their stories (Newman
et al. [2003]). Similarly, Bachenko, Fitzpatrick, and Schonwetter [2008] ar-
gue that deceptive statements may omit such references entirely. Regarding
references to others, Knapp, Hart, and Dennis [1974] find that deceivers
typically use more references to other people than truth-tellers, whereas
Newman et al. [2003] find the opposite result.

We expect that deceptive executives will have fewer self-references (I)
and more first-person plural pronouns (we) in their narratives. Prior stud-
ies find that third-person plural pronouns (they) have ambiguous associ-
ation with deception. We also use the impersonal pronouns (ipron) cat-
egory, which includes words related to general statements (such as every-
body, anybody, and nobody), as an indicator of deception. Although the
association of general statements with deception is theoretically ambigu-
ous, prior empirical research finds that deceivers use more generalizations.
We also expect that deceptive statements include more references to gen-
eral (or audience) knowledge in order to gain credibility. We construct a
new word category to measure the use of references to general knowledge
(genknlref), which includes phrases such as “you know,” “others know well,”
and other similar words or phrases.

Negative statements are generally recognized as indicators of a decep-
tive message (e.g., Adams and Jarvis [2006]). Vrij [2008] argues that lies
often include statements that indicate aversion toward a person or an opin-
ion, such as denials and statements indicating a negative mood. To cap-
ture this dimension, we use the LIWC categories of negation, anxiety, swear
words, anger, assent, and positive emotions. We expect that negation, anx-
iety, swear words, and anger are positively related to deceptive statements,
whereas assent and positive emotions are negatively related to deception.
We also differentiate between “extreme” and “nonextreme” words for posi-
tive and negative emotional words. In our setting, we expect that executives
will use extreme positive emotional words such as “fantastic” to sound more
persuasive while making a deceptive claim. To construct both categories of
extreme positive and negative emotional words, we selected the words that
express strong emotions from correspondingly positive emotion (posemo)
and negative emotion (negemo) LIWC categories and completed the lists
by adding synonyms for these words from WordNet.

The lack of embracement perspective suggests that liars lack conviction
and differ from truth-tellers on the degree of certainty in their statements.
Previous studies (e.g., Adams and Jarvis [2006], Bond and Lee [2005], New-
man et al. [2003]) argue that tentative words imply distance between the
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speaker and his/her statements. Hence, we expect a positive relation for
tentative (tentat) words and a negative relation for words that connote cer-
tainty (certain) with deception.

Finally, based on our reading of 10 likely deceptive transcripts, we de-
velop two categories “shareholder value” (includes phrases such as “share-
holder welfare,” “value for investors,” etc.) and “value creation” (includes
phrases such as “creates value,” “unlocks value,” etc.) and expand the LIWC
list of hesitations. Similar to the discussion above, the sign of the associ-
ation between these categories and deception is theoretically ambiguous.
According to the cognitive effort perspective, liars should use more hes-
itation words, whereas, according to the control perspective, liars should
use fewer hesitation words due to preparation. Similarly, if “shareholder
value” and “value creation” categories capture the general nature of state-
ments made by executives, we would expect a positive relation with decep-
tion. However, consistent with the control perspective, we speculate that
shareholder value and value creation words may be used less when decep-
tive executives are concerned about future litigation associated with their
actions. For example, shareholder lawsuits commonly compare the state-
ments made by executives to their actual knowledge to show that executives
were lying to shareholders. It is possible that lying executives do not use ref-
erences to shareholder value or value creation during conference calls in
order to avoid this legal concern.

4. Sample

Our sample is constructed using a comprehensive set of conference call
transcripts provided by FactSet Research Systems Inc. We consider all avail-
able transcripts of quarterly earnings conference calls for U.S. companies
over the time period from September 2003 to May 2007. A total of 29,663
transcripts were automatically parsed.

The typical conference call consists of an MD section and a Q&A section.
Our initial assumption was that the MD section would be more scripted and
rehearsed than the Q&A section. Intuitively, the classification power should
come from cues obtained from the natural flow of speech and this should
be more prevalent in the Q&A section. However, in untabulated results, we
found that models based solely on the formal MD section exhibited simi-
lar ability as the Q&A section to detect serious restatements. We speculate
that, if an executive also delivers scripted details using his/her own nat-
ural linguistic tendencies, we might expect to find similar results for MD
sections as for Q&A sections. Based on these results, we pool the MD and
Q&A sections of conference calls for developing our linguistic models.

The transcript of a conference call is generally well structured, and this
enables us to automatically extract the necessary data for the linguistic anal-
ysis. The first part of a file contains names of corporate representatives,
outside participants, and speaker identifiers. In addition, transcripts have
an operator (who coordinates the call) with his/her own identifier. There
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are no questions in MD sections and almost all corporate representatives
are clearly identified in this text. There are three types of phrases that can
be found in Q&A sections: the operator’s introductory phrase, question
posed by the caller, and answer by the executives. We assume that all an-
swer phrases belong to corporate representatives and all question phrases
belong to outside speakers.

In order to identify each speaker, it is necessary to know his/her spe-
cific identifier. However, speaker identifiers are not provided consistently,
and we make several assumptions in our parsing algorithm. Because the
operator introduces each new outside participant, we assume that the same
participant keeps asking questions until the operator introduces another
participant. In addition, because the operator does not typically introduce
corporate representatives at the Q&A section of a conference call, we as-
sume that the same corporate representative continues to answer questions
until a new corporate representative is identified.

Our parsing algorithm of .xml conference call files involves the follow-
ing: (1) collecting all phrases that belong to a corporate representative
within an MD section; (2) finding an operator phrase that precedes the
first question in a Q&A section (if this is not found, questions and answers
are not recorded); (3) recording questions of the same speaker until the
operator interrupts; (4) recording answers of the same speaker answering
questions until a new speaker who also answers questions interrupts; and
(5) requiring that a question must come after the operator speaks. This
procedure produces a database where we can track the question posed by
a speaker and the answer from a corporate representative that follows after
each question.

We define an instance as all phrases of a corporate representative (e.g.,
CEO, CFO, etc.) on a particular conference call regardless of whether they
belong to MD or Q&A sections. Moreover, from the header of the .xm/ file,
we can find the title of a corporate representative.’

We assume that CEOs and CFOs are the most likely executives to have
knowledge about financial statement manipulation. Because these execu-
tives are the most common participants on conference calls, we develop
separate data files for only the CEOs and CFOs. We require the length of
an instance to be at least 150 words, which corresponds approximately to
the mean number of words in an answer to one question. We use this con-
straint in order to obtain a reasonable number of words for measuring our
linguistic constructs. Our CEO sample has 17,150 instances and CFO sam-
ple has 16,032 instances.

3 One undesirable feature of the conference call is that the names for corporate individu-
als can be written differently on the same transcript, and each different name is given its own
speaker identification. For instance, BEDI AJAY SINGH might also be referred to as BEDI
SINGH, EDWARD PARRY as ED PARRY, RICHARD NOTEBAERT as DICK NOTEBAERT,
and so forth. To achieve better accuracy in compiling all instances of the same person at a
particular conference call into one instance, we manually correct these inconsistencies.
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TABLE 2
Exchange Membership and Industry Composition
Compustat, % CEO, % CFO, %

Panel A: Firms by Stock Exchange in 2005

Nontraded Company or Security 2.42 0.27 0.29
New York Stock Exchange 27.44 45.20 46.19
NYSE Amex 6.16 1.43 1.28
OTC Bulletin Board 9.97 1.51 1.20
NASDAQ-NMS Stock Market 39.00 45.93 45.74
NYSE Arca 2.36 0.04 0.00
Other-OTC 12.64 5.62 5.30
Number of obs. 8,083 2,582 2,416
Panel B: Firms by Industry in 2005

Mining/Construction 1.69 1.98 1.78
Food 1.53 2.01 2.11
Textiles/Print/Publish 2.90 4.65 4.47
Chemicals 1.98 2.44 2.52
Pharmaceuticals 6.34 5.96 5.22
Extractive 3.55 3.49 3.35
Durable Manufacturing 15.95 19.02 18.63
Computers 12.16 14.91 15.40
Transportation 4.69 6.16 6.46
Utilities 3.92 3.64 3.77
Retail 7.09 10.53 11.05
Financial 14.19 11.12 10.89
Insurance/RealEstate 14.49 4.69 4.68
Services 7.72 8.95 9.27
Other Industries 1.80 0.46 0.41
Number of obs. 8,281 2,582 2,416

This table presents exchange membership (panel A) and industry composition (panel B) for the sam-
ple of conference calls covering the time period from September 2003 to May 2007. Separate descriptive
statistics are presented for conference calls with the CEOs and CFOs participating in the call.

The descriptive statistics for our samples are presented in table 2.* Ap-
proximately 90% of our firms are listed on the NYSE or NASDAQ (panel
A). We find that industry distribution in our sample is close to the Com-
pustat industry distribution (panel B). However, in untabulated results, we
find that firms in our sample are significantly larger in terms of market cap-
italization, total assets, and sales. In addition, the firms in our sample are
more profitable in terms of return on assets and profit margin and have
significantly greater free cash flows than the Compustat population. These
results are perhaps anticipated because larger and profitable firms would
generally be expected to commit more resources to investor relation ac-
tivities. The observed differences between our sample and the Compustat
population limit the generalizability of our results.

*We only present descriptive statistics for the middle year of our sample, 2005, in order to
be parsimonious. The descriptive statistics are comparable for the other years.
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5. Labeling Instances as Deceptive

Previous research on deception and lying commonly uses controlled be-
havioral experiments where participants are asked to lie or to tell the truth
as part of their task (e.g., Newman et al. [2003], Bond and Lee [2005],
Hobson, Mayew, and Venkatachalam [2012]). This design enables the re-
searcher to know with certainty whether a statement by the subject is de-
ceptive or not. However, this type of experiment is fairly contrived and can
differ substantially from lying in real life (i.e., there are serious threats to ex-
ternal validity). In contrast, we analyze a real-world setting where we know
that the quarterly financial statements discussed by the CEO and CFO dur-
ing the conference call were subsequently restated. We assume that these
executives either intentionally manipulated the financial reports or they
knew that investors were being provided with false accounting information
during the conference call.

We use data from Glass, Lewis & Co. to identify quarterly reports that are
restated by each firm (if the firm restates its annual financial statements, we
assume that every quarter for that year is restated) . These data cover restate-
ments announced during the time period from 2003 to 2009. Glass, Lewis
& Co. is a commercial company that reviews SEC filings to identify restate-
ments that correct accounting errors (restatements related to changes in
accounting principles or text corrections are excluded). Selected filters are
then applied to the Glass, Lewis & Co. data to identify whether each restate-
ment observation is “trivial” or “serious.” We expect that serious accounting
restatements will provide more diagnostic linguistic cues for predicting ex-
ecutive deception.

The most basic filter requires that a restatement involves a material weak-
ness disclosure, a late filing, an auditor change, or a disclosure using Form
8-K. A material weakness disclosure implies that there is a deficiency in the
internal controls over financial reporting. An auditor change can be a sig-
nal of deficient external monitoring. A late filing indicates that it takes time
for a firm to correct the accounting, which suggests that the manipulation
is complex (and possibly intentional). Finally, Plumlee and Yohn [2008]
find that a Form 8-K filing is related to more serious restatements. We la-
bel restatements with these characteristics as NT (or “nontrivial”). The NT
filter provides the weakest criterion for capturing the seriousness of a re-
statement.

We define the IRAI (or “irregularities or accounting issues”) category as
one that includes irregularities as defined in Hennes, Leone, and Miller
[2008] and restatements related to revenue recognition or expense recog-
nition issues (excluding lease accounting or stock option restatements).
The choice of accounting issues is consistent with Scholz [2008], who finds
that the most serious restatements for the 1997-2006 period were related
to revenue recognition and core expenses errors. Revenue recognition re-
statements are consistently associated with more negative market returns,
but this is less true for the restatements of core expenses. In particular, two
core expense restatements do not exhibit negative announcement returns
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for a restatement. The first set of restatements is made by firms required to
provide Section 404 reports and restating during 2003-2005 implementa-
tion period. The second set of restatements is made by firms that are restat-
ing lease accounting.’ In addition, Scholz [2008] does not find a negative
market reaction for stock-based and deferred compensation restatements.

We create the irregularity (IR) label following Hennes, Leone, and Miller
[2008]. In particular, we extract all firm-specific news, press releases, and
Form 8K filings from LexisNexis from January 2003 to March 2011 that
contain the term “restate!”.% All news sources are searched two years before
and two years after the restatement date. Exhibit 99 of Form 8K (which
contains the company’s press releases) was also searched for the derivative
forms of terms “irregularity” and “fraud.” All other news sources, includ-
ing press releases, were searched for SEC, Department of Justice formal
or informal investigations, independent investigations (e.g., by audit com-
mittee or special committee), and class action lawsuits.” After automatic
prescreening for search terms, each relevant paragraph was read to make
a final judgment about the content of the news. In addition to labeling
based on press releases and news, we also used the Glass, Lewis & Co. data
on whether the restatement involved an SEC investigation or security class
action.

Finally, we collected Accounting and Auditing Enforcement Releases
(AAERs) starting from January 2003 to March 2011 from the SEC web page
and searched for company name in the text of these AAERs and for varia-
tions of the terms “fraud” or “material misstatement” during the time pe-
riod from one year before to three years after the restatement filing date.
As with the irregularities sample, we read the leading paragraph for each
AAER that satisfied the search criteria to make a final judgment regarding
whether to assign the AAER label. We identify the restated quarters using
the Glass, Lewis & Co. data.

The frequency of deceptive firm-quarters by year is presented in table 3.
Years 2003, 2004, and 2005 have the highest rate of deceptive firm-quarters.
Part of the reason for the relatively large number of restatements observed
during these years is that this time period is immediately after the adoption

5 “In a February 2005 open letter to the AICPA, then—SEC Chief Accountant Donald Nico-
laisen noted the large number of companies improperly accounting for lease transactions.
The letter, which Mr. Nicolaisen issued at the request of the accounting profession, laid out the
SEC staff’s view of the correct way to record lease transactions—a view that FASB happened to
share. As it turned out, hundreds of companies simply had not been following GAAP”(Turner
and Weirich [2006]).

5 We select the following news sources from LexisNexis: SEC Form 8-K, Associated Press,
Business Wire, GlobeNewswire, Marketwire, PR Newswire, and Thomson Reuters. To disregard
the use of the term “restate!” in other contexts, our search statement is: “(restate! PRE/5
(per share OR statement! OR financial! OR filing! OR result! )) NOT W/255 (clawback! OR
bonus! OR compensation! OR mean! OR forfeitur! OR agreement! OR plan! OR bylaw! OR
incorporation! OR right!)”. To avoid general news articles, we also require the company name
to be mentioned in the headline.

7We are grateful to Andrew Leone for suggesting this approach. Hennes, Leone, and Miller
[2008] report that most irregularities involve a class action lawsuit and most errors do not.
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TABLE 3
Deceptive Firm-Quanrters by Year for the Sample of CEOs and CFOs Narratives During Conference Calls
NT IRAI IR AAER
N N % N % N % N %
Panel A: CEO Sample
2003 1,169 239 20.44 176 15.06 146 12.49 31 2.65
2004 4,210 860 20.43 567 13.47 465 11.05 87 2.07
2005 4,661 737 15.81 522 11.20 454 9.74 112 2.40
2006 5,637 427 7.57 313 5.55 260 4.61 40 0.71
2007 1,473 62 4.21 49 3.33 30 2.04 4 0.27

Total 17,150 2,325 13.56 1,627 9.49 1,355 7.90 274 1.60
Panel B: CFO Sample

2003 1,113 226 20.31 166 14.91 140 12.58 35 3.14
2004 3,923 814 20.75 545 13.89 449 11.45 91 2.32
2005 4,389 720 16.40 512 11.67 439 10.00 105 2.39
2006 5,213 445 8.54 319 6.12 267 5.12 41 0.79
2007 1,394 56 4.02 42 3.01 28 2.01 3 0.22

Total 16,032 2,261 14.10 1,684 9.88 1,323 8.25 275 1.72

This table reports the frequency of deceptive firm-quarters by year (where the quarter was subsequently
restated). The first column is the total number of firm-quarters by year. The following four columns are
counts of deceptive firm-quarters under the different criteria described below, where N is the count of
deceptive firm-quarters under a given criterion and % is the percentage of deceptive firm-quarters in the
total number of firm-quarters in a given year. Nontrivial category (NT) includes restatements that involve
the disclosure of a material weakness within one year before or after the restatement, or a late filing within
one year before or after the restatement, or an auditor change within one year before or after the restate-
ment, or a Form 8K filing. Irregularities or accounting issues category (IRAI) includes restatements that
involve revenue recognition or expense recognition issues (excluding lease accounting or stock option
restatements) that are shown to elicit consistent negative market reaction at the time of announcement
(e.g., Palmrose, Richardson, and Scholz [2004], Scholz [2008]) or irregularities according to the criteria
outlined by Hennes, Leone, and Miller [2008]. Irregularities category (IR) includes restatements that in-
volve irregularities according to one of the criteria outlined by Hennes, Leone, and Miller [2008]: (1) the
firm explicitly uses derivative forms of words “fraud” or “irregularity” in the press release that discusses a
restatement; (2) the firm is under formal or informal SEC or Department of Justice investigation that is
related to a restatement; (3) the firm initiates independent investigation (e.g., by special committee) that is
related to a restatement; or (4) there is a class action lawsuit related to a restatement. We search LexisNexis
news database and company filings for the evidence on these four criteria within two years before and two
years after the restatement filing date. Accounting and Auditing Enforcement Releases category (AAER)
includes restatements that involve an AAER issued by the SEC within one year before and three years after
the restatement filing date charging a firm or its executives with fraud or material misstatement.

of Sarbanes-Oxley and the implementation of Section 404. In addition,
for the early part of our sample period, there are more years afterward
for the detection of an accounting problem and subsequent restatement.
As should be expected, the overall percentage of deceptive firm-quarters
is highest for the less restrictive NT criterion, which is 13.56% (14.10%),
and lowest for the most restrictive AAER criterion, which is 1.60% (1.72%),
respectively, for the samples of CEOs (CFOs). Because the time period cov-
ered by the sample has several unique institutional features such as Sec-
tion 404 implementation and increased conservatism among the auditing
profession, this limits our ability to generalize the results to other calendar
years.

8 This observation highlights that there is likely to be more measurement error in assigning
instances to the deceptive category for 2006 and 2007. This measurement problem will likely
reduce the power of our statistical analysis, and thus produce conservative statistical tests.
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6. Econometric Issues

Similar to traditional classification research, we estimate a simple bino-
mial logistic model for our primary statistical analyses. Our outcome vari-
able is coded as one if a conference call is labeled as deceptive and zero
otherwise. There are three additional fundamental econometric choices
that are necessary to generate the results. First, it is necessary to develop an
appropriate cross-validation approach to estimate the out-of-sample classifi-
cation performance of our models. Second, we need to properly evaluate
whether this performance is better than chance alone. Finally, it is neces-
sary to correctly estimate the standard errors for our panel data.’

6.1 EVALUATING OUT-OF-SAMPLE PERFORMANCE

To estimate the prediction error of a classifier, it is necessary to assess the
out-of-sample prediction error because the in-sample prediction error is a
very optimistic estimate of performance in a new data set. One approach is
to randomly split the sample into two parts, and use one part to estimate
the model and the other part to obtain the out-of-sample prediction error
using the estimated model. However, deceptive outcomes are rare events
and a single split may not exhibit enough variation to both fit the model
and consistently estimate the out-of-sample prediction error.

To obtain a consistent estimate of the prediction error, we perform cross-
validation (Efron and Tibshirani [1994], Witten and Frank [2005], Hastie,
Tibshirani, and Friedman [2003) ]). Specifically, the K-fold cross validation
is implemented in the following manner: (1) data are split into K roughly
equal samples (folds); (2) k: k = 1,..., K fold is fixed; (3) the model is
estimated using K — 1 folds, ignoring the kth fold; and (4) performance of
the model is evaluated using the kth fold. These steps are repeated K times
where the £ = 1,..., K. Although there is no theoretical justification for
a particular number of folds K, 10-fold cross-validation repeated 10 times
is commonly applied in practice (Witten and Frank [2005]). We also im-
plement a stratified cross-validation that forces the proportion of deceptive
and nondeceptive instances in each random data split to be the same as in
the original sample. When we compare the performance of different mod-
els (e.g., linguistic versus financial models), the same data split is used for
each model.

6.2 EVALUATING CLASSIFICATION PERFORMANCE

There are many performance measures that are commonly employed
in classification studies. The primary performance measures are accuracy
(the overall rate of correctly classified instances), true positive rate (TPR;
the rate of correctly classified positive instances), false positive rate (FPR;

9We extensively employ R software in our analyses (R Development Core Team [2005])
and specific packages: glmnet (Friedman, Hastie, and Tibshirani [2009]), ROCR (Sing et al.
[2005]), xtables (Dahl [2009]), tm (Feinerer, Hornik, and Meyer [2008], Feinerer [2010]),
and the modified code for clustered standard errors by Mahmood Arai.
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the rate of incorrectly classified negative instances), and precision (the rate
of correctly classified positive instances among all instances classified as
positive). These measures are dependent on the choice of the cutoff for
assigning an observation as deceptive or not deceptive.

There are two main issues with using cutoff-dependent performance
measures. First, if the cutoff for the probability of a positive class is set very
high, this will reduce the chance of misclassifying negative instances as posi-
tive, but at the same time will also reduce the chance of correctly classifying
positive instances. Second, measures such as precision are very sensitive to
the relative frequency of positive and negative instances in the sample.

To avoid the limitations related to an arbitrary choice of a cutoff and
sample composition, we employ a general measure of classification perfor-
mance developed using the area under the Receiver Operating Character-
istics (ROC) curve that combines the TPR and the FPR in one graph. The
ROC curve is the standard technique for visualizing and selecting classi-
fiers (e.g., Fawcett [2006]). ROC graphs for two-class problems are two-
dimensional graphs in which the TPR (the gain from changing a proba-
bility cutoff) is plotted on the y-axis, and the FPR (the cost from changing
the probability cutoff) is plotted on the x-axis. ROC graphs do not depend
on the class distribution. Independence of the class distribution implies
that ROC graphs are not affected by the rare nature of positive (deceptive)
instances in our study. It is possible to reduce the performance of a clas-
sification model to a single scalar by computing the area under the ROC
graph (AUC). As discussed in Fawcett [2006], the AUC is equivalent to the
probability that a randomly chosen positive instance will be ranked higher
by a classifier than a randomly chosen negative instance.

We test the AUC for our models against the AUC for a random classi-
fier using the corrected resampled #test (e.g., Nadeau and Bengio [2003],
Witten and Frank [2005]). A random classifier is defined as a classifica-
tion model that uses no information from the data and assigns instances to
be in a positive class with a fixed probability (the AUC of a random clas-
sifier is 0.5). For our setting, the standard ttest is inappropriate because
the training samples overlap in a single cross-validation run. This violates
the independence of observations assumption required for the standard
t-test. In addition, across the different runs of 10-fold cross validations,
there will be some overlap of the testing sets. As a result, the standard ¢
test exhibits very high Type I error (e.g., Dietterich [1998], Nadeau and
Bengio [2003]).!"" To address this statistical problem, Nadeau and Bengio
[2003] suggest incorporating the confounding correlation into #test com-
putation for random subsampling.!! Bouckaert and Frank [2004] use this
correction for cross-validation, which is a special case of random

19To demonstrate the importance of this adjustment, the standard t-test is approximately
3.5 times larger than the resampled t-test for 10-fold cross-validation repeated 10 times.

'Nadeau and Bengio [2003 p. 249] argue that this heuristic is likely to work well when
the parametric model is not overly complex and the model is robust to perturbations in the
training set. The logit model satisfies these criteria.
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subsampling. The corrected resampled #-test is

where d is the paired difference in a performance measure (in our case, the
AUCQ), kis the total number of cross-validation runs (in our case, k = 100),
n is the number of instances used for training, and ng is the number of
instances used for testing (in our case, no/n; = 1/9). We use this corrected
resampled #test to test whether the AUC of our linguistic-based models is
significantly different from 0.5 (the AUC of a random classifier).

6.3 ESTIMATING STANDARD ERRORS

To test the hypotheses related to estimated coefficients for specific word
categories, we report two-way clustered standard errors within both exec-
utives and fiscal quarters clusters (Cameron, Gelbach, and Miller [2006],
Thompson [2011], Petersen [2009], Gow, Ormazabal, and Taylor [2010]).
We expect that the linguistic patterns will be correlated over time for an
executive. Similarly, common macroeconomic or industry shocks that af-
fect many firms may induce correlation across executives. For example, it
is possible that quarter-specific macroeconomic shocks may cause differ-
ences in the motivation for executives to manipulate earnings. In untabu-
lated results, we find that the standard errors estimated with clustering only
on executives are very close to the standard errors estimated with cluster-
ing on both executives and fiscal quarters (i.e., clustering by fiscal quarters
does not substantially change the standard errors once we cluster on exec-
utives).

7. Results

7.1 DESCRIPTIVE STATISTICS FOR LINGUISTIC-BASED MODELS

In order to build the classification model, we convert each instance into a
vector in the space of word categories (summarized in table 1) by counting
the number of words in each category. Similar to most of the prior related
literature, we assume that an instance is simply a “bag-of-words” (i.e., the
position of a word in a sentence is irrelevant for classification and context
is ignored). We divide the word counts in each category by the total num-
ber of words in the instance (instance length) and multiply by the median
instance length in the sample. This procedure standardizes word counts
in such a way that a unit increase in the standardized word count corre-
sponds to a one-word increase in the document of the sample-specific me-
dian length.

Descriptive statistics for the linguistic-based variables for the samples of
CEOs and CFOs are presented in table 4. CEOs have much longer instances
than CFOs with the mean (median) instance length for CEOs of 3,095
(2,902) words and the mean (median) instance length for CFOs of 2,152
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TABLE 4
Descriptive Statistics for the Word Categories Used for the Sample of CEO and CFO Narratives During
Conference Calls
Mean Std Dev 25th 50th 75th Min Max
Panel A: CEO Sample (N = 17,150)
Word Count
wc 3,095.68 1,543.94 1,935.00 2,902.50  4,036.00  465.49 7,684.04
References
I 37.35 17.44 24.89 34.70 47.07 7.04 92.23
we 158.43 33.86 135.24 157.76 181.10 78.17 242.88
they 15.77 9.97 8.39 13.97 21.19 0.00 47.77
ipron 168.22 36.90 142.63 167.31 193.04 84.30 259.76
genknlref 5.69 7.66 1.01 2.99 7.06 0.00 40.94
Positives/Negatives
assent 5.91 4.52 2.66 5.05 8.09 0.00 22.18
posemone 95.81 20.16 81.61 94.03 108.07 55.08 154.90
posemoextr 21.00 9.81 13.93 19.47 26.40 4.21 53.22
negate 26.59 12.16 17.76 25.36 33.97 3.74 62.11
anx 2.61 2.71 0.59 1.93 3.79 0.00 13.23
anger 2.53 2.52 0.74 1.97 3.61 0.00 12.97
swear 0.16 0.52 0.00 0.00 0.00 0.00 3.32
negemoextr 5.47 3.86 2.69 4.78 7.57 0.00 18.38
Cognitive Mechanism
certain 36.05 10.58 28.67 35.19 42.53 13.61 66.51
tentat 68.13 21.59 52.77 66.71 81.80 23.49 127.52
Other Cues
hesit 0.20 0.54 0.00 0.00 0.00 0.00 3.04
shvalue 0.25 0.69 0.00 0.00 0.00 0.00 3.95
value 0.15 0.49 0.00 0.00 0.00 0.00 2.99
Panel B: CFO Sample (N = 16,032)
Word Count
wc 2,152.97  1,200.13  1,302.00 1,910.00 2,739.25  365.00 6,481.07
References
I 16.56 9.23 9.74 15.19 21.83 1.09 45.98
we 85.54 22.92 70.53 86.06 100.68 26.54 140.65
they 4.51 4.15 1.48 3.51 6.39 0.00 20.14
ipron 89.13 26.59 70.28 88.05 106.46 32.03 159.79
genknlref 2.73 4.25 0.00 1.21 3.32 0.00 23.15
Positives/Negatives
assent 4.15 3.55 1.61 3.36 5.82 0.00 17.36
posemone 54.02 13.48 44.48 53.24 62.53 25.09 92.06
posemoextr 8.24 5.11 4.52 7.41 11.06 0.00 24.63
negate 13.49 7.14 8.30 12.59 17.64 0.00 35.54
anx 1.42 1.92 0.00 0.78 2.10 0.00 9.39
anger 0.71 1.15 0.00 0.00 1.08 0.00 5.88
swear 0.06 0.34 0.00 0.00 0.00 0.00 2.74
negemoextr 2.01 2.04 0.00 1.55 3.05 0.00 9.08
Cognitive Mechanism
certain 18.48 6.96 13.63 17.93 22.80 3.92 38.27
tentat 41.00 13.41 31.37 39.87 49.21 13.84 79.39
Other Cues
hesit 0.10 0.37 0.00 0.00 0.00 0.00 2.26
shvalue 0.06 0.26 0.00 0.00 0.00 0.00 1.62
value 0.03 0.15 0.00 0.00 0.00 0.00 1.08

This table reports descriptive statistics for the linguistic variables that we include in our binomial logit
prediction models. Panel A contains descriptive statistics for the sample of CEOs and panel B for the sample
of CFOs. Variables are winsorized at 1 and 99 percentiles. The word categories are defined in table 1.
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(1,910) words. When both executives speak at a conference call, CEO in-
stances contain a greater number of words than CFO instances for approxi-
mately 70% of firms. For the reference category, impersonal pronouns have
the highest word count and references to the general knowledge have the
lowest word count. The largest word count for the positives/negatives cat-
egory is nonextreme positive emotion words with negations being the sec-
ond largest category. As might be expected given the public nature of con-
ference calls, the category of swear words has the lowest word count. Both
executives use almost twice as many tentative words as words expressing cer-
tainty. Finally, there are very few hesitations and low usage of shareholder
value and value creation phrases.

7.2 OUT-OF-SAMPLE CLASSIFICATION PERFORMANCE
OF LINGUISTIC-BASED MODELS

The classification models based on linguistic cues of CEOs and CFOs
perform significantly better than a random classifier by about 6%-16%,
depending on the deception labeling criteria (table 5). The model has the
lowest classification power for the NT label with the gain over a random
classifier of about 6% for CEOs and 8% for CFOs. As discussed in section 5,
this result may be caused by measurement error in the NT proxy for serious
deceptions. The model has the greatest classification power for the most
restrictive labeling criterion (AAER), with the gain over a random classifier
of about 13% for CEOs and 16% for CFOs. Thus, classification power of
the linguistic model increases as the labeling criteria for deception become
more restrictive.

As discussed in section 6, classification performance measures other than
AUC (e.g., TPR, FPR, precision, and accuracy) are cutoff-dependent. The
outcome of our logit model is the probability that an instance is deceptive,
and the classification rule is that observations with probabilities higher than
the chosen cutoff are assigned to the deceptive class. To provide an assess-
ment for the cutoff-dependent measures, we present results for cutoffs at
50th, 70th, and 90th percentile of the predicted probability of a deceptive
class in the pooled sample. As the cutoff level is increased, both the TPR
(the benefit of the classification) and the FPR (the cost of the classifica-
tion) fall. However, by increasing a cutoff, there is also a gain in precision
(i.e., there is a greater proportion of true deceptive instances among those
instances that are classified by the algorithm as deceptive) 12

7.3 LINGUISTIC CUES AND THE LIKELIHOOD OF DECEPTION

The estimated associations between linguistic cues and the likelihood
of deception are reported in table 6 for CEOs (panel A) and CFOs

12 Precision cannot be compared across restatement labels because this performance met-
ric depends on the relative proportion of positives and negatives in the sample. In particular,
we have the lowest rate of deceptive instances under the AAER criterion and the lowest preci-
sion.



518 D. F. LARCKER AND A. A. ZAKOLYUKINA

TABLE 5
Classification Performance of Linguistic-Based Prediction Models for CEO and CFO Narratives During
Conference Calls
NT IRAI IR AAER

Panel A: CEO Sample
Sample Composition

Total firm-quarters 17,150 17,150 17,150 17,150

Deceptive firm-quarters 2,325 1,627 1,355 274

Deceptive firm-quarters(%) 13.56 9.49 7.90 1.60
Performance

AUC(corrected t-test vs. 50%) 56.64(10.77) 58.03(11.29) 59.72(10.79) 63.03(6.99)
Cutoff at the 50th Percentile

TPR in % 58.09 59.58 62.21 66.79
FPR in % 48.74 48.88 48.93 49.70
Precision in % 15.75 11.33 9.83 2.13
Accuracy in % 52.19 51.92 51.95 50.56
Cutoff at the 70th Percentile
TPR in % 38.29 40.34 42.89 44.32
FPR in % 28.82 29.01 29.02 29.77
Precision in % 17.26 12.74 11.26 2.36
Accuracy in % 66.72 68.08 68.76 69.82
Cutoff at the 90th Percentile
TPR in % 14.35 16.47 19.07 24.69
FPR in % 9.45 9.34 9.20 9.92
Precision in % 19.33 15.69 15.14 3.93
Accuracy in % 80.22 83.62 85.13 89.03

Panel B: CFO Sample
Sample Composition

Total firm-quarters 16,032 16,032 16,032 16,032

Deceptive firm-quarters 2,261 1,584 1,323 275

Deceptive firm-quarters(%) 14.10 9.88 8.25 1.72
Performance

AUC(corrected t-test vs. 50%) 58.06(12.43) 58.43(11.94) 59.64(12.38) 66.75(10.20)
Cutoff at the 50th Percentile

TPR in % 59.41 60.76 62.24 71.70
FPRin % 48.27 48.91 48.78 49.47
Precision in % 16.81 11.99 10.29 2.47
Accuracy in % 52.81 52.05 52.13 50.89
Cutoff at the 70th Percentile
TPR in % 38.76 39.94 41.81 54.40
FPR in % 28.61 28.97 28.87 29.60
Precision in % 18.21 13.13 11.53 3.11
Accuracy in % 66.79 67.96 68.71 70.12
Cutoff at the 90th Percentile
TPR in % 15.61 15.44 16.40 27.30
FPR in % 9.22 9.49 9.52 9.71
Precision in % 21.80 15.22 13.47 4.71
Accuracy in % 80.18 83.09 84.37 89.21

This table reports classification performance of the logit models that use the 19 linguistic-based vari-
ables (defined in table 1) for CEOs (panel A) and CFOs (panel B) to predict deceptive instances under
NT, IRAL IR, and AAER criteria (defined in table 3). We compute means over 100 cross-validation runs of
out-of-sample performance measures: AUC (the area under ROC) in percentages, TPR (the percentage of
correctly classified deceptive instances), FPR (the percentage of incorrectly classified truthful instances),
precision (the percentage of actual deceptive instances among those classified by the algorithm as decep-
tive), and accuracy (the percentage of correctly classified instances). The classification rule is to assign all
instances above a given cutoff for the probability of deception to the deceptive class and below to the truth-
ful class. The cutoffs are at the 50th, 70th, and 90th percentiles of the predicted probability of deception
estimated using pooled data. “Corrected t-test vs. 50%” is the value of the corrected resampled ¢-statistic
testing the null hypothesis of the mean AUC being equal to 50%, which is the AUC of a random classifier
(e.g., Nadeau and Bengio [2003], Bouckaert and Frank [2004]). Explanatory variables are winsorized at 1
and 99 percentiles.
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TABLE 6
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Logit Linguistic-Based Prediction Models for CEO and CFO Narratives During Conference Calls

Panel A: CEO Sample

NT IRAI IR AAER
Word Count
wel 1.01 1.04 1.16 1.04
(0.10) (0.13) (0.15) (0.24)
References
I 0.95 0.89 0.87 0.87
(0.07) (0.09) (0.10) (0.18)
we 0.99 0.92 0.95 1.07
(0.04) (0.05) (0.05) (0.12)
they 1.06 1.10 0.98 0.50"
(0.12) (0.16) (0.16) (0.15)
ipron 0.94 0.97 0.96 1.14
(0.04) (0.05) (0.06) (0.12)
genknlref 1.917 1.96* 1.997* 1.98+
(0.33) (0.33) (0.36) (0.64)
Positives/Negatives
assent 1.10 1.16 1.20 0.36
(0.28) (0.36) (0.43) (0.28)
posemone 0.88* 0.94 0.93 0.97
(0.05) (0.07) (0.08) (0.16)
posemoextr 1.20 1.62 1.997 3.51
(0.16) (0.25) (0.33) (1.26)
negate 0.92 0.86 0.87 1.24
(0.11) (0.13) (0.15) (0.43)
anx 0.38* 0.34™ 0.25"* 0.08"
(0.16) (0.14) (0.11) (0.08)
anger 0.97 1.16 1.82 0.57
(0.35) (0.55) (0.70) (0.66)
sweart 0.97 0.95 0.94 1.03
(0.07) (0.06) (0.07) (0.15)
negemoextr 0.99 0.84 0.88 0.83
(0.26) (0.31) (0.33) (0.66)
Cognitive Mechanism
certain 1.16 0.90 0.88 0.75
(0.13) (0.13) (0.14) (0.18)
tentat 0.96 0.96 1.00 0.99
(0.07) (0.08) (0.10) (0.19)
Other Cues
hesitt 1.05 1.04 1.11* 0.99
(0.05) (0.05) (0.06) (0.16)
shvaluet 0.91* 0.90" 0.88 0.95
(0.04) (0.05) (0.06) (0.12)
valuet 0.90 0.87 0.83* 1.11
(0.07) (0.08) (0.09) (0.17)
Total firm-quarters 17,150 17,150 17,150 17,150
Deceptive firm-quarters 2,325 1,627 1,355 274
Area under the ROC curve 0.58 0.59 0.61 0.66
Log-likelihood value —6,732.51 —5,294.87 —4,638.95 —1,353.13
Pseudo R-squared 0.011 0.016 0.021 0.037

(Continued)



520 D. F. LARCKER AND A. A. ZAKOLYUKINA

TABLE 6 —Continued

Panel B: CFO Sample

NT IRAI IR AAER
Word Count
wet + 1.16* 1.29** 1.29* 1.74
(0.09) (0.11) (0.12) (0.29)
References
1 - 0.80* 0.90 0.94 0.65
(0.07) (0.10) (0.12) (0.17)
we + 0.99 1.01 1.04 1.06
(0.04) (0.04) (0.05) (0.12)
they + 0.67 0.67+ 0.61* 0.30**
(0.10) (0.12) (0.11) (0.10)
ipron + 0.93* 0.90* 0.88"* 1.21*
(0.03) (0.04) (0.04) (0.10)
genknlref + 2.05" 1.95+ 2.04 2.47
(0.41) (0.40) (0.45) (0.77)
Positives/Negatives
assent - 1.09 1.00 1.02 0.49
(0.20) (0.26) (0.27) (0.29)
posemone - 0.83* 0.89 0.85* 1.05
(0.05) (0.07) (0.07) (0.16)
posemoextr + 0.97 1.02 1.27 1.84
(0.16) (0.19) (0.26) (0.73)
negate + 1.23 1.30* 1.40™ 1.46
(0.16) (0.20) (0.24) (0.62)
anx + 0.70 0.68 0.73 0.25
(0.25) (0.32) (0.40) (0.32)
anger —+ 0.52 0.43 0.44 0.63
(0.28) (0.32) (0.34) (0.82)
sweart + 1.07 1.11 1.01 1.52*
(0.14) (0.16) (0.16) (0.38)
negemoextr + 1.37 1.82 1.85 6.96*
(0.45) (0.73) (0.80) (5.94)
Cognitive Mechanism
certain - 1.45% 1.31~ 1.30* 1.07
(0.14) (0.16) (0.17) (0.30)
tentat + 1.17~ 1.20* 1.22* 1.08
(0.08) (0.10) (0.12) (0.22)
Other Cues
hesitt + 1.03 0.96 0.93 0.95
(0.08) (0.09) (0.09) (0.19)
shvaluet + 0.76 0.91 0.89 0.66
(0.11) (0.16) (0.19) (0.24)
valuet + 1.04 0.70 0.56 0.63
(0.24) (0.22) (0.20) (0.33)
(Continued)

(panel B). Most of the coefficients reported in table 6 are the factors by
which the odds of an instance being deceptive change when the number of
words in a category increases by 1% of the median instance length. How-
ever, for word count, the reported coefficient is the change in odds for an
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TABLE 6 —Continued

Panel B: CFO Sample

NT IRAI IR AAER
Total firm-quarters 16,032 16,032 16,032 16,032
Deceptive firm-quarters 2,261 1,584 1,323 275
Area under the ROC curve 0.59 0.6 0.61 0.69
Log-likelihood value —6,426.29 —5,090.9 —4,482.84 —1,315.32
Pseudo R-squared 0.015 0.015 0.018 0.054

This table presents the estimation results for logit models that use the 19 linguistic-based variables (de-
fined in table 1) for CEOs (panel A) and CFOs (panel B) to predict deceptive instances under NT, IRAI,
IR, and AAER criteria (defined in table 3). The reported coefficients are the factors by which the odds of a
deceptive instance are increased if the number of words in a particular category increases by 1% of the me-
dian instance length. Specifically, for CEOs, we report ¢2 (i.e., 1% of 2,902) and for CFOs, we report ¢'%
(i.e., 1% of 1,910). For the word count wcf, we present the effect of increasing the instance length by the

median instance length (i.e., ¢>99%0 for CEOs and ¢!"1% for CFOs). For sweart, hesitt, shvaluet, and valuet,
we report the effect of increasing the number of words in the corresponding category by one word (i.e.,

¢#). The standard errors for e are presented in parentheses. We compute the two-way clustered standard
errors by executives and fiscal quarters following Cameron, Gelbach, and Miller [2006] and convert them

to the standard errors for ¢"? by the delta method ( i.e., let se(B) be a standard error estimate for B, then

ne"? .s’e(fi) is the standard error estimate for ¢"#, where 7 is a constant). Estimates of intercepts are omitted.
Explanatory variables are winsorized at 1 and 99 percentiles. *, **, and *** denote whether the factors that
correspond to the estimated coefficients are significant at 10%, 5%, and 1% level (two tailed test).

increase in the length of an instance by median length. For rare categories
(e.g., swear words, hesitations, references to shareholders value, and value
creation), the reported coefficient is the change in odds for a one-word
change in these categories. If the reported coefficient is greater than (less
than) 1, this implies that the associated estimated logit coefficient is greater
than (less than) zero.!®

7.3.1. Similarities in Linguistic Cues Between CEOs and CFOs. Several lin-
guistic cues are significantly associated with the likelihood of deception for
both executives (table 6). For example, reference to the general knowledge
category (e.g, “you know,” “everybody knows”) is a very strong predictor
that an instance is deceptive for both CEOs and CFOs. For CEOs, the ef-
fect of an increase in general knowledge phrases by 29 increases the odds
of deception by a factor of 1.91 for the NT to 1.98 for the AAER criterion.

13 The models in table 6 can be easily used to estimate the likelihood of deception in future
research. Specifically, the logit model for predicting the probability of a deceptive narrative
P(Y; =1|X;) using word categories X;:

1

Pr(Y; =11X;) = m7

where f are raw coefficient estimates from the logit model. Note that, for the majority of word
categories, table 6 reports the multipliers for the odds of deception as the number of words in
a particular category increases by 1% of the median instance length. Specifically, for the word
category j, the estimates in table 6 are of the form ¢/, where n = 29 for CEOs and n = 19
for CFOs. In contrast, for rare verbal cues such as swear words, hesitations, shareholder value,
and value creation, n = 1 for both CEOs and CFOs. Let V= ¢"j be the number reported in
table 6, the corresponding raw coefficient g; = In(y;)/n.
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For CFOs, the effect of an increase by 19 in general knowledge phrases is
between 2.05 for the NT to 2.47 for the AAER criterion.!* Furthermore,
some findings are more consistent in terms of the statistical significance
across criteria for one executive but not for the other. For example, both
executives use significantly fewer nonextreme positive emotion words and
fewer third person plural pronouns in deceptive narratives with stronger
evidence found for CFOs. Finally, there is a modest negative association be-
tween shareholder value phrases and the likelihood of deception for CEOs
and CFOs, although these phrases are more indicative of nondeceptive nar-
ratives for CEOs.

7.3.2. Differences in Linguistic Cues Between CEOs and CIOs. There are also
a variety of substantive differences in the significant linguistic cues related
to deception by CFOs and CEOs.'® There is strong evidence for a positive
association between word count and the probability of deception for CFOs,
but not for CEOs. However, the increase in the length of an instance has to
be substantial (1,910 words) to increase the odds of deception by a factor
that ranges from 1.16 for the NT to 1.74 for the AAER criterion. Among
reference categories, first person singular pronouns and impersonal pro-
nouns have a significant negative association with the probability of decep-
tion for CFOs under less restrictive criteria.

There is also a positive association between deception and negation
words for CFOs, but not for CEOs. If the number of negation words in-
creases by 19, the odds of deception increase by a factor that ranges from
1.23 for the NT to 1.40 for the IR criterion. Furthermore, for the most re-
strictive deception criterion (AAER), swear and extreme negative emotion
words are predictive of deception for CFOs. However, a similar result is
not found for CEOs. In contrast to an expected positive association, there
is a strong negative association with anxiety words for CEOs, but not for
CFOs. In addition, only for CEOs, there is a positive association of extreme
positive emotion words with the likelihood of deception. As the number
of words in the extreme positive emotion category increases by 29, the

» o«

4 The reference to general knowledge category (e.g., “you know”, “everybody knows”) can
measure the general nature of the statement, a filler-type phrase, or both depending on its
linguistic role in the sentence. The positive association with deception of these phrases may
be related to the absence of a very detailed script of the conference call because both filler-
type phrases and generalizations are likely to be used when a speaker does not have enough
substance to convey to the listener. Alternatively, these phrases may serve a purely functional
purpose by establishing a conversational (personal) link between the speaker and the audi-
ence.

15 Consistent with this observation, we also find that the CEO and CFO models make some-
what different predictions regarding whether a conference call is deceptive. Using a cutoff
probability at the 90th percentile of the predicted probability of deception, we find that the
two models agree between 66% and 78% of the time for deceptive classifications and approx-
imately 85% of the time for nondeceptive classifications, depending on the label used for
deception.
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odds of deception increase by a factor that ranges from 1.62 for the IRAI
to 3.51 for the AAER criterion. Finally, deceptive CFOs use more tenta-
tive and certainty words, whereas CEOs tend to use more hesitations and
fewer value creation phrases in deceptive narratives according to the IR
criterion.

7.3.3. Linguistic Cues and Theories of Deception. Given the exploratory na-
ture of our analysis, we do not attempt to draw definitive conclusions about
the descriptive validity of alternative deception theories. However, it is in-
teresting to compare the results in table 6 with the theoretical perspectives
described in section 3 to speculate about the deception theories that are
consistent with the linguistic cues used by CEOs and CFOs. Although we
are not aware of any rigorous studies on the personality or linguistic differ-
ences between CEOs and CFOs, it is possible that the personal characteris-
tics of people attaining the CEO position are quite different from those for
a CFO. Thus, different theories of deception are likely to be descriptive for
CEOs and CFOs.

The significant linguistic cues for the CEO are not consistent with the
emotions perspective, which theorizes that deceivers feel guilt and are
afraid of being caught. In this theoretical setting, executive deceptive
speech should convey more negative emotions. However, we do not find
that negative emotion words have a positive association with deception for
CEOs. In contrast, we find that anxiety words have a consistent negative
association and extreme positive emotion words a very strong positive asso-
ciation when CEOs are being deceptive. This finding can be attributed to
CEOs deliberately controlling the content of their speech, which is consis-
tent with the attempted control perspective.

The significant linguistic cues for the CFO seem to be most consistent
with the emotions theory of deception. Specifically, CFOs are more neg-
ative as evidenced by their greater number of negations and, under the
AAER criterion, swear and extreme negative emotion words. In addition,
they have fewer nonextreme positive emotion words in deceptive narra-
tives.

Finally, there is some evidence for the attempted control perspective for
both CEOs and CFOs. The attempted control theory argues that a deceiver
deliberately controls the content of the narrative or extensively prepares
beforehand. If the extensive use of shareholder value phrases in the call
that discusses results of misstated financial statements imposes greater lit-
igation risk on the executives, the executives might deliberately restrain
themselves from the use of these phrases. Consistent with this idea, we find
evidence that CEOs (and to a lesser extent CFOs) use fewer shareholder
value phrases in the deceptive narratives. For CFOs, we find greater use of
certainty words, longer passages, and fewer generalizations as reflected in
the number of impersonal pronouns. These results are also consistent with
the control theory of deception.
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7.4 MODELS WITH LINGUISTIC CUES VERSUS MODELS WITH FINANCIAL
VARIABLES

Although our linguistic models perform better than a random classifi-
cation, a more interesting benchmark comparison is the performance of
the traditional financial-variables-based models used to predict earnings
management (e.g., Jones, Krishnan, and Melendrez [2008], Dechow et al.
[2011], Price, Sharp, and Wood [2011], and Daines, Gow, and Larcker
[2010]). We consider five different benchmark models: (1) modified Jones
model discretionary accruals as in Dechow, Sloan, and Sweeney [1995];
(2) performance-matched discretionary accruals as in Kothari, Leone, and
Wasley [2005]; (3) the accounting score developed by the commercial firm
Audit Integrity Inc.; (4) Model 1 from Dechow et al. [2011]'%; and (5) the
model developed in Beneish [1999] A7

The variables used in the traditional accounting prediction models are
defined in table 7. For all five models, we include all firms regardless of
their industry membership.'® We use Compustat Point in Time Histori-
cal data rather than Compustat Quarterly because we want the originally
reported (not ex post adjusted) financial variables for our model estima-
tion. As shown in table 8, the mean (median) of quarterly discretionary
accruals estimated using the modified Jones model (denoted as mnda) is
approximately 2.4% (2.0%) of lagged total assets. The mean (median) of
performance-matched discretionary accruals (denoted as pmnda) is —0.7%
(—0.6%) of lagged total assets.!” The last two models, model 1 from De-
chow et al. [2011] and the Beneish [1999] model, include two measures
of total accruals. Model 1 from Dechow et al. [2011] uses total accruals as
in Richardson et al. [2005], which sums the change in noncash working
capital, the change in net noncurrent operating assets, and the change in
net financial assets. The mean (median) value of these accruals (denoted
as rsst_acc), scaled by average total assets, is 1.3% (0.7%). The Beneish

16 Dechow et al. [2011] propose three models for predicting severe accounting misstate-
ments (AAERs). Model 1 includes only financial statement variables. Model 2 adds off-balance
sheet and nonfinancial variables to model 1, and model 3 adds stock-market-based variables to
model 2. Although models 2 and 3 include richer sets of explanatory variables, the classifica-
tion power of these models according to Dechow et al. [2011] (table 7, Panels B and C) does
not differ much from the performance of model 1. Thus, we only use model 1 in our analysis.

7 Most prior studies that use discretionary accruals to measure the extent of earnings ma-
nipulation use annual data. However, we use quarterly data to be consistent with the frequency
of quarterly earnings conference calls. As a consequence, our results can differ from prior liter-
ature because the discretionary accrual model might not be completely applicable to quarterly
data.

18 However, discretionary accruals models might not be applicable for financial and utility
firms.

19 The performance-matched discretionary accruals are computed by subtracting the mean
of discretionary accruals estimated using the Jones model for firms in the same two-digit SIC
industry code and the same fiscal quarter with return on assets being within a 1% interval of
the firm’s return on assets.
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TABLE 8
Descriptive Statistics for the Variables Used in Financial Prediction Models
Mean Std Dev 25th 50th 75th Min Max
Panel A: Modified Jones Model Discretionary Accruals (N = 9,593)
mnda 0.024 0.082 —0.012 0.020 0.058 —1.370 0.629
capmkt 0.962 0.192 1.000 1.000 1.000 0.000 1.000
nmcap 1.703 1.610 0.737 1.239 2.110 0.054 16.146
nfcf 0.023 0.085 —0.010 0.024  0.065 —0.550 0.257
sch_cs 0.171 0.582 0.006 0.102 0.233 —2.480 5.442
Panel B: Performance-Matched Discretionary Accruals (N = 9,220)
pmnda —0.007 0.075 —0.036 —0.006 0.021 —1.358 0.551
capmkt 0.963 0.190 1.000 1.000 1.000 0.000 1.000
nmcap 1.675 1.544 0.744 1.232 2.081 0.054 16.146
nfcf 0.024 0.082 —0.009 0.025 0.064 —0.550 0.257
sch_cs 0.169 0.573 0.007 0.102 0.231 —2.480 5.442
Panel C: Audit Integrity Accounting Score (N = 8,647)
ai_acct_score 2.899 1.299 2.000 3.000 4.000 1.000 5.000
capmkt 0.964 0.186 1.000 1.000 1.000 0.000 1.000
nmecap 1.617 1.565 0.694 1.162 1.993 0.054 16.146
nfcf 0.024 0.083 —0.007 0.025 0.064 —0.550 0.257
sch_cs 0.174 0.617 0.004 0.100 0.235 —2.480 5.442
Panel D: Dechow, Ge, Larson, and Sloan [2010] Model 1 (N = 10,079)
rsst-acc 0.013 0.076 —0.011 0.007 0.029 —0.311 0.502
sch_rec 0.016 0.043 —0.001 0.009 0.027 —0.157 0.250
sch_inv 0.011 0.034 0.000 0.001 0.016 —0.120 0.197
soft_assets 0.589 0.234 0.417 0.615 0.776 0.042 0.982
sch_cs 0.163 0.643 —0.001 0.098 0.230 —2.480 5.442
sch_roa 0.001 0.035 —0.005 0.001 0.007 —0.194 0.257
capmkt 0.908 0.289 1.000 1.000 1.000 0.000 1.000
Panel E: Beneish(1999) Model (N = 7,561)
sdsri 1.044 0.319 0.929 1.004 1.089 0.199 4.018
sgmi 0.992 0.435 0.954 0.999 1.045 —3.243 4.729
saqi 1.242 1.396 0.900 0.995 1.116 0.099 16.542
ssgi 1.161 0.330 1.027 1.105 1.220 0.274 4.646
sdepi 1.063 0.457 0.914 1.002 1.110 —0.435 4.304
ssgai 1.014 0.241 0.929 0.997 1.065 0.327 2.686
slvgi 1.031 0.325 0.898 0.978 1.081 0.254 3.461
tata —0.009 0.051 —0.026 —0.009 0.010 —0.243 0.203

This table reports descriptive statistics for the variables used in the binomial logit models that only
include financial variables (defined in table 7). All variables are winsorized at 1 and 99 percentiles.

[1999] model’s proxy for accrual manipulation is total accruals defined as
the change in noncash working capital less depreciation (denoted as tata).
The mean (median) of this accruals measure is —0.9% (—0.9%) of current
total assets.

We also consider the commercial accounting score produced by Audit In-
tegrity Inc.?’ Three prior studies have considered the ability of the broader

20 The accounting score attempts to measure the likelihood of misrepresentation in the
company financial statements. This score includes measures that can be subdivided into three
categories: revenue recognition, expense recognition, and asset and liability valuation.
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Audit Integrity’s governance index or just of the accounting score to
predict restatements, that is, Daines, Gow, and Larcker [2010], Correia
[2009], and Price, Sharp, and Wood [2011]. The mean (median) value for
the accounting score is 2.8 (3.0) where the score of 1 represents a high risk
of accounting misstatement and the score of 5 represents a low risk of ac-
counting misstatement. Similar to Correia [2009], we incorporate selected
controls in the prediction models using estimates of discretionary accruals
or the accounting score. Our control variables are an indicator variable for
whether the firm issued securities, market capitalization scaled by lagged to-
tal assets, free cash flows scaled by lagged total assets, and seasonal growth
in cash sales.?!

We perform pairwise tests of the AUC measures for the models based
on CEOs’ (CFOs’) narratives and five alternative accounting models. Sim-
ilar to our earlier methodological approach, the pairwise comparisons use
10-fold cross-validation repeated 10 times. In order to mitigate the noise
introduced by using different estimation and testing samples across mod-
els, we estimate and test the two alternative models using the same data
for estimation and the same data for out-of-sample testing. We also use the
conservative corrected resampled #tests to assess the significance of the dif-
ferences between the AUC measures.

In table 9, we find that models based on linguistic cues from CEO
narratives are never statistically dominated by models using only finan-
cial variables. However, for the less restrictive criteria (NT, IRAI, and
IR), some financial-variables-based models perform statistically worse than
the linguistic-based models. For example, the model that uses modified
Jones model discretionary accruals performs significantly worse than the
linguistic-based model for the IRAI (57.46% versus 53.68%) and the
IR (59.24% versus 54.58%) criteria. The model based on performance-
matched discretionary accruals performs significantly worse for the IR
(59.05% versus 55.94%) criterion. Similar results hold for model 1 from
Dechow etal. [2011] and the Beneish [1999] model, which perform signif-
icantly worse than the linguistic-based model under the NT, IRAI, and IR
criteria.

Similar to CEO model comparisons, some accounting models are domi-
nated by the linguistic-based models for CFOs. Specifically, the model that
uses performance-matched discretionary accruals performs significantly
worse under the NT (57.53% versus 54.88%) and the IRAI (58.91% ver-
sus 54.62%) criteria. Similarly, the modified Jones model discretionary ac-
cruals, model 1 from Dechow et al. [2011] and the Beneish [1999] model
perform statistically worse than the linguistic-based model for CFOs under
the NT, IRAI, and IR criteria.

21 The inclusion of these control variables will increase the AUC for these three models
beyond the AUC attributable to the accounting measure alone. Thus, the comparative tests
between linguistic and accounting-based models will be conservative.
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TABLE 9
Classification Performance of Linguistic-Based and Financial Variables—Based Prediction Models

Panel A: CEO Sample

NT IRAI IR AAER
Modified Jones Model Discretionary Accruals (DA)
Sample Composition

Total firm-quarters 9,593 9,593 9,593 9,593

Deceptive firm-quarters 1,566 1,096 951 203

Deceptive firm-quarters(%) 14.81 10.31 8.66 1.75
Area Under ROC Curve in %

Linguistic-based model 54.83(5.66) 57.46(7.28) 59.24(8.77) 67.18(8.45)

DA 53.80(5.00) 53.68(3.58) 54.58(4.62) 62.98(5.94)

Corrected t-test for the difference 0.91 2.74% 3.21% 1.25

Performance-Matched Discretionary Accruals (PMDA)
Sample Composition

Total firm-quarters 9,220 9,220 9,220 9,220

Deceptive firm-quarters 1,509 1,064 924 201

Deceptive firm-quarters(%) 14.81 10.31 8.66 1.75
Area Under ROC Curve in %

Linguistic-based model 55.32(6.89) 57.69(8.73) 59.05(9.94) 67.45(8.84)

PMDA 54.46(4.70) 55.43(5.91) 55.94(6.20) 62.96(6.60)

Corrected t-test for the difference 0.74 1.90* 2.48* 1.66

Audit Integrity Accounting Score (AI)
Sample Composition

Total firm-quarters 8,647 8,647 8,647 8,647

Deceptive firm-quarters 1,406 963 814 166

Deceptive firm-quarters(%) 14.81 10.31 8.66 1.75
Area Under ROC Curve in %

Linguistic-based model 55.10(5.31) 57.58(7.16) 58.98(7.94) 68.40(8.11)

Al 56.01(6.43)  58.53(8.88)  60.12(9.89)  63.11(6.62)

Corrected t-test for the difference —0.68 —0.74 —0.78 1.73*

Dechow, Ge, Larson, and Sloan [2010] Model 1 (DGLSM1)
Sample Composition

Total firm-quarters 10,079 10,079 10,079 10,079

Deceptive firm-quarters 1,606 1,145 982 206

Deceptive firm-quarters(%) 14.81 10.31 8.66 1.75
Area Under ROC Curve in %

Linguistic-based model 55.27(6.97)  57.67(7.95)  58.86(8.60)  67.31(9.88)

DGLSM1 52.71(3.39) 52.87(3.57) 53.65(3.51) 70.11(12.42)

Corrected t-test for the difference 2.21** 4.25% 3.72%% —1.27

Beneish (1999) Model (BM)
Sample Composition

Total firm-quarters 7,561 7,561 7,561 7,561
Deceptive firm-quarters 1,236 879 750 130
Deceptive firm-quarters(%) 14.81 10.31 8.66 1.75
Area Under ROC Curve in %
Linguistic-based model 54.88(4.84) 58.30(7.11) 59.68(8.97) 63.06(5.12)
BM 51.42(1.52) 52.40(2.22) 51.59(1.30) 60.84(4.78)
Corrected t-test for the difference 2.64** 3.54™* 4,93 0.58
(Continued)

The only case where the financial-variables-based model performs bet-
ter than the linguistic-based model is for model 1 from Dechow et al.
[2011] relative to the model from CFO narratives under the AAER cri-
terion (65.67% versus 72.58%). This is perhaps the fairest comparison
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TABLE 9 —Continued

Panel B: CFO Sample

NT IRAI IR AAER
Modified Jones Model Discretionary Accruals (DA)
Sample Composition
Total firm-quarters 8,968 8,968 8,968 8,968
Deceptive firm-quarters 1,516 1,051 909 209
Deceptive firm-quarters(%) 15.37 10.70 9.04 1.90
Area Under ROC Curve in %
Linguistic-based model 56.94(8.61) 58.37(8.56) 58.21(7.61) 65.78(8.12)
DA 53.88(4.15) 52.85(2.80) 53.83(3.46) 62.52(5.67)
Corrected t-test for the difference 2.54** 3,87+ 2.80*** 1.12
Performance-Matched Discretionary Accruals (PMDA)
Sample Composition
Total firm-quarters 8,624 8,624 8,624 8,624
Deceptive firm-quarters 1,458 1,019 882 206
Deceptive firm-quarters(%) 15.37 10.70 9.04 1.90
Area Under ROC Curve in %
Linguistic-based model 57.53(8.85) 58.91(10.54) 58.66(8.77) 65.09(7.42)
PMDA 54.88(5.77) 54.62(4.54) 55.88(5.98) 62.36(6.69)
Corrected t-test for the difference 2,17+ 3.66** 1.87* 1.02
Audit Integrity Accounting Score (AI)
Sample Composition
Total firm-quarters 8,049 8,049 8,049 8,049
Deceptive firm-quarters 1,364 926 790 165
Deceptive firm-quarters(%) 15.37 10.70 9.04 1.90
Area Under ROC Curve in %
Linguistic-based model 56.82(6.98) 57.95(8.34) 58.15(8.09) 65.77(7.27)
Al 54.62(5.55) 56.86(6.64) 58.62(7.68) 62.16(5.94)
Corrected t-test for the difference 1.62 0.86 —0.31 1.14
Dechow, Ge, Larson, and Sloan [2010] Model 1 (DGLSM1)
Sample Composition
Total firm-quarters 9,568 9,568 9,568 9,568
Deceptive firm-quarters 1,573 1,122 957 217
Deceptive firm-quarters(%) 15.37 10.70 9.04 1.90
Area Under ROC Curve in %
Linguistic-based model 56.90(8.74) 57.75(8.74) 58.37(8.86) 65.67(8.56)
DGLSM1 52.83(3.56) 53.35(3.25) 54.13(4.67) 72.58(13.82)
Corrected t-test for the difference 3.56™* 3.28* 3.27* —2.93%
Beneish [1999] Model (BM)
Sample Composition
Total firm-quarters 7,109 7,109 7,109 7,109
Deceptive firm-quarters 1,207 837 702 122
Deceptive firm-quarters(%) 15.37 10.70 9.04 1.90
Area Under ROC Curve in %
Linguistic-based model 58.48(9.21) 58.65(8.11) 58.82(6.96) 61.28(3.65)
BM 51.61(1.54) 52.27(2.10) 51.54(1.33) 62.16(4.62)
Corrected t-test for the difference 517+ 4.39% 4.45"* —0.21

This table presents the AUC (the area under ROC) in percentages for pairwise tests comparing the
models that predict deceptive instances using verbal cues and five models that use only financial variables
for the NT, IRAI IR, and AAER deception criteria (defined in table 3). The results for CEO (CFO) are
presented in panel A (panel B). The statistical tests are based on 10-fold cross-validation repeated 10 times,
which provides us with 100 out-of-sample performance measures. In pairwise tests, linguistic-based and
financial-variables-based models are estimated and tested on the same split of data. In parentheses, we
report the corrected resampled t-statistic for the null hypothesis of the mean AUC being equal to 50% (e.g.,
Nadeau and Bengio [2003], Bouckaert and Frank [2004]). Here, *, **, and *** denote the corresponding

results significant at 10%, 5%, and 1% significance level (two tailed test).



DETECTING DECEPTIVE DISCUSSIONS IN CONFERENCE CALLS 531

because this financial model was developed to predict AAERs. Finally,
the commercial audit integrity accounting score exhibits statistically equiv-
alent performance to the linguistic-based models for both CEOs and
CFOs.

7.5 ASSOCIATION OF DECEPTION SCORES WITH FUTURE EXCESS RETURNS

Although the linguistic-based models have some ability to identify de-
ceptive CEO and CFO narratives, it is also of interest to see whether this
information is associated with future excess returns. In particular, we ex-
pect to observe negative returns in the months following the “deceptive”
conference call if the market gradually learns about misreporting after the
call. In addition, this test provides an estimate of the economic value of
predicting executive deception for a representative firm. To examine this
question, we compute the risk-adjusted returns that are produced by an
equally weighted portfolio of stocks with the highest estimated deception
scores. This computation is implemented using calendar time portfolio for-
mation and standard risk adjustment using the four-factor Carhart [1997]
model that includes three Fama—French factors (Fama and French [1993])
plus the momentum factor of Carhart [1997].

For every calendar quarter, we estimate (using all data available prior
to that quarter) the linguistic model, within-sample probabilities for each
firm, and a cutoff corresponding to the top 5%, top 10%, and top 20%
for the probability of deception. For example, using 2003 data, we obtain
the coefficient estimates for the prediction model and the distribution of
the predicted probability of deception. These estimates are then applied
to conference calls during the quarter that includes January, February, and
March of 2004. Firms with predicted deception probabilities above the cut-
offs estimated using 2003 data are included in the portfolio starting in the
calendar month after their conference call (i.e., a firm with a conference
call in January will be in the portfolio starting in February). We assume that
a firm added to the portfolio is held for a fixed period of three months (i.e.,
February, March, and April for our example). The linguistic models and the
probability cutoffs are updated quarterly. Because the ending date for our
conference calls is May 2007, our analysis produces 43 monthly portfolio
returns from February 2004 to August 2007.2%

The annualized alphas (or annualized average monthly excess returns
unexplained by the four-factor Carhart [1997] model) associated with this
trading strategy are reported in table 10.?*> We find that alpha estimates for

22We acknowledge that the trading strategy that we are using is not implementable be-
cause it requires knowledge about the revelation of restatements in future periods in order to
estimate the deception model.

23 Consistent with prior research, we also require that the monthly portfolios have at least
10 individual firms and drop months with less than 10 firms in the portfolio from the return
computations. This restriction is imposed in order to mitigate the impact of heteroskedasticity
on the statistical tests.
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TABLE 10
Annualized Excess Returns Associated with a Trading Strategy Based on the Deception Score from the
Linguistic Prediction Model

NT IRAI IR AAER
Panel A: CEO Sample
top 5% 0.00 0.05 0.05 —0.00
(0.03) (0.03) (0.03) (0.02)
[42] [43] [43] [43]
top 10% 0.02 0.03 0.03 0.01
(0.02) (0.02) (0.02) (0.02)
[43] [43] [43] [43]
top 20% 0.01 0.01 0.01 0.01
(0.02) (0.02) (0.02) (0.01)
[43] [43] [43] [43]
Panel B: CFO Sample
top 5% —0.11 —0.07 —0.07 —0.03
(0.03) (0.03) (0.03) (0.03)
[42] [42] [42] [42]
top 10% —0.09 —0.05* —0.05* —0.05"
(0.03) (0.03) (0.02) (0.03)
[43] [43] [43] [43]
top 20% —0.08"* —0.07 —0.04* —0.03
(0.02) (0.03) (0.02) (0.02)
[43] [43] [43] [43]

This table summarizes the estimated annualized intercepts and standard errors (in parentheses) from
the fourfactor Carhart [1997] model:

Ry — Ry = a; + Bri(Rvu — Rp) + Poi SMB, + B3 HML, + B4 MOM, + €5,

where Rj is the equally weighted monthly return on the portfolio consisting of firms that have a quarterly
conference call with a predicted probability of being deceptive in the top 5%, top 10%, or top 20%; Ry
is the risk-free rate (the one-month U.S. Treasury bill rate); Ryy is the market return (the return on a
value-weighted portfolio of NYSE, Amex, and NASDAQ stocks); SMB, and HML, are the size and value-
growth returns of Fama and French [1993], MOM, is the momentum return Carhart [1997]; and «; is the
unexplained monthly average excess return. Portfolio formation is done in the calendar time and covers
the time period from February 2004 to August 2007. For every calendar quarter, we estimate the linguistic
prediction model and compute the within sample percentile cutoffs for the probability of deception using
all data available prior to that quarter. Using the estimated model and the percentile cutoffs, firms are
sorted into n, n € {20, 10, 5} portfolios for the next calendar quarter. Firms are held in the portfolio for
three months. To mitigate the impact of individual stocks, we require that the portfolio has at least 10 stocks.
The number of months used for estimation of alpha is reported in squared brackets. *, **, and *** denote
correspondingly annualized intercepts significant at 10%, 5%, and 1% significance level (two-tailed test,
critical values are from -distribution).

the portfolios based on the CEO narratives are insignificant for all cutoff-
deception criteria combinations. However, the annualized alpha estimates
for the CFO model range from —4% to —11% depending on the criterion
and the probability cutoff. Itis interesting to note that the excess returns for
the AAER model are the smallest in table 10. This is an unexpected result
because AAERs are the most restrictive form of misreporting. We believe
that this result occurs because AAERs are somewhat rare events relative to
other forms of deception, and that our somewhat coarse trading strategy
using the top 5%, top 10%, and top 20% for the probability of deception
may not be appropriate for AAERs. Overall, at least for the linguistic-based
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CFO model, the prediction of deceptive conference calls is economically
valuable.?*

7.6 EXTENSIONS

7.6.1. Combined CEO and CFO Models. The results in table 6 estimate sep-
arate models for the CEO and CFO. However, an obvious alternative ap-
proach is to simultaneously include linguistic variables for both executives
in the prediction model. We find (untabulated) that the AUC is statisti-
cally higher than the AUC measures for individual CEO and CFO models,
on average, by approximately 3%. Another way to combine the two execu-
tives is to use data for only the executive who speaks the most during the
conference call. As noted above, CEO narratives have the most words in
about 70% of the observations. We find (untabulated) that the AUC for
this approach is statistically higher than the AUC for the CEO only model
by slightly above 1% for all labels except AAER. However, for the CFO only
model, the AUC for this approach is statistically lower by approximately
4% for the AAER label and statistically equivalent for the other labels. At
this point, the best way to combine the linguistic responses for different
individuals is an open methodological question. These preliminary results
indicate that this choice can have an important impact on the predictive
performance of the linguistic models.

7.6.2. Including All Word Categories from LIWC. As discussed in section 3,
our selection of linguistic features was based on various contemporary theo-
ries about the word patterns used by deceptive individuals. Although many
of the LIWC categories are used in our analysis, we dropped various fea-
tures that did not seem to follow from the deception theories. This was
done in order to avoid simply engaging in complete data mining. When we
use all of the LIWC features, we find (untabulated) that the AUC is statisti-
cally higher by 3-6% than our more limited model, depending on the label
used for accounting restatements. The new features that are statistically sig-
nificant for both the CEO and CFO include, among others, causation (e.g.,
because, effect, hence, etc.) and inclusion (e.g., and, with, include) words
that may be rationalized by the cognitive effort perspective. At the same
time, some LIWC features that should be expected to be irrelevant (such
as family, friends, home, etc.) are not statistically significant. Holding the
data mining critique aside, these results indicate that our feature selection
process missed some potentially important constructs. This is an expected

24 We also computed the risk-adjusted returns using a value-weighted portfolio. Unlike the
equally weighted results in table 10, we do not observe statistically significant returns for the
value-weighted portfolio (i.e., the results in table 10 appear to be driven by small firms). Al-
though certainly a speculation, it may be the case that conference calls provide more informa-
tion about the value of small firms with less market attention and analyst coverage than large
firms. Thus, we might expect deceptive conference calls to be associated with future results
for small firms, but not larger firms.
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outcome for initial research in a new area, and suggests an important av-
enue for subsequent studies.

7.6.3. CEOs with Accounting Background. One potential explanation for
the differences in linguistic cues related to deception that we find for the
CEO and CFO is that the language pattern might be affected by their pro-
fessional training and experience. If their professional training affects the
choice of linguistic cues, we would expect the CEOs with an accounting
background to exhibit similar linguistic cues to CFOs. To examine this con-
jecture, we collect data on CEOs’ professional background from BoardEx,
which provides employment histories and education for individual execu-
tives. For our sample, in about 12% of instances, the CEO has an account-
ing background (measured by a CEO having a CPA or prior work experi-
ence as an auditor or as a CFO before becoming a CEO in the firm). In
terms of specific tests, we include an indicator variable for a CEO having
an accounting background and interact this variable with word categories.
We do not find that CEOs with accounting training exhibit linguistic pat-
terns similar to those of CFOs. Thus, the differences that we find between
CEOs and CFOs do not appear to be explained simply by their professional
training.

7.6.4. Incentives to Misreport. A maintained assumption in this paper is
that the executives know about misreporting at the time of the conference
call (i.e., misreporting is intentional). The intentional nature of misreport-
ing may be impossible to verify. However, it is possible to provide some
corroborating evidence using measures of the manager’s incentives to mis-
report. Specifically, the classification performance of the linguistic-based
model should be stronger if an executive has a greater personal incentive to
misreport because this behavior is likely to be intentional. Consistent with
a number of prior studies (see Armstrong, Jagolinzer, and Larcker [2010]
for a review), higher equity incentives may be associated with greater in-
centives to misreport. We rely on this incentives argument and estimate
the linguistic-based models in the low, medium, and high terciles of equity
incentives delta. We assume that the executive holds the same equity portfo-
lio throughout the year as at the beginning of the year. The composition of
the equity portfolio is recovered following Core and Guay’s [2002] assump-
tions. For every quarter, we use end-of-the-quarter stock price and stock
return volatility to compute equity portfolio delta. We find that the out-
of-sample classification performance improves across equity delta terciles
with a gain in the AUC of 2-6% for CEOs. The improvement is smaller,
however, and more monotonic for the sample of CFOs. This preliminary
finding is consistent with the model exhibiting better classification perfor-
mance when executive incentives to misreport are the greatest.

7.6.5. Individual Fixed Effects. There is the possibility of spurious classi-
fication results based on the composition of our sample and the way our
cross validation is performed. The source of this potential problem is that
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deception affects multiple conference calls for the same firm. At every run
of the 10-fold cross-validation procedure, we split the sample randomly, and
there is the possibility of several instances of deception for the same execu-
tive in both the estimation and test samples. If the style of communication
and word choice is individual-specific and persistent over time, some of the
classification accuracy in the testing sample may come from the fact that
we have the same deceptive individual in the estimation sample. That is,
an individual-specific fixed effect is producing performance, as opposed
to a pattern of deceptive language. However, it is important to note that,
because we are only fitting a single model using the word categories, any
correlation between the estimation and test samples can either improve or
hurt the performance depending on the similarity of deceptive responses
across individuals.

We have also assumed that there is a common benchmark for truthful
and deceptive language across all individuals in our sample. It is perhaps
more reasonable to assume that each individual has his/her own mode for
truthful and deceptive language. This suggests that we should be able to
improve the classification performance by adjusting simple word counts
for individual fixed effects. Although this is a reasonable approach, it will
be difficult to develop a good estimate for a normal (truthful) word count
benchmark for an individual because our time series is limited. If the sam-
pling variation for the individual fixed effect is large (due to a small num-
ber of time-series observations), the power of our tests with individual fixed
effects will be substantially reduced.

We estimate a new set of results where word counts are adjusted by the av-
erage for an individual over all previous quarters (requiring a minimum of
two quarters and excluding deceptive instances). Although the constraints
from the fixed effects methodology reduce the sample size, we continue to
find a significant classification performance in the linguistic models. The
logistic models that use the adjusted word categories have an AUC that
is statistically greater than the AUC for a random classifier by 6-14% for
the sample of CEOs and by 6-12% for the sample of CFOs (untabulated).
The adjusted models have statistically equivalent classification performance
as unadjusted models except for CEOs where, under the NT criterion, the
predictive performance of the adjusted model deteriorates (63.60% for the
unadjusted model versus 56.39% for the adjusted model). These results
suggest that our classification results using the unadjusted word categories
are not likely to be entirely spurious.

The significance of the variables for adjusted word categories models
does substantially change relative to the results from the unadjusted mod-
els (untabulated). The most significant change is that the reference to the
general knowledge category is not statistically associated with deception for
the adjusted analysis. However, as theorized, the self-reference category for
CEOs has a statistically negative association with deception. If the num-
ber of adjusted self-references increases by 29, the odds of deception de-
crease by a factor of 0.54 for the NT criterion to 0.41 for the IR criterion
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for CEOs. Another important change for CEOs is that the negation words
now have a significant positive association with deception. If the number
of negations increases by 29, the odds of deception increase by a factor of
3.02 for the IRAI and 4.22 for the IR criterion. For CEOs, extreme posi-
tive emotion words are still strong predictors of deception and the effect
of an increase in this category by 29 words increases the odds of decep-
tion by 2.47 for the IRAI and 3.07 for the IR label. For CFOs, the results
after adjustment become considerably weaker. Impersonal pronouns and
certainty words exhibit a positive association with the likelihood of decep-
tion and nonextreme positive emotion words have a negative association
with deception.?

8. Concluding Remarks

Considerable accounting and finance research has attempted to identify
whether reported financial statements have been manipulated by execu-
tives. Most of these classification models are developed using accounting
and financial market explanatory variables. Despite extensive prior work,
the ability of these models to identify accounting manipulations is modest.

In this paper, we take a different approach to detecting financial state-
ment manipulations by analyzing linguistic features present in CEO and
CFO narratives during quarterly earnings conference calls. Based on prior
theoretical and empirical research from psychology and linguistics on de-
ception detection, we select the word categories that theoretically should
be able to detect deceptive behavior by executives. We use these linguistic
features to develop classification models for a very large sample of quarterly
conference call transcripts.

A novel feature of our methodology is that we know whether the finan-
cial statements related to each conference call were restated in subsequent
time periods. Because the CEO and CFO are likely to know that finan-
cial statements have been manipulated, we are able to reasonably identify
which executive discussions are actually “deceptive.” Thus, we can estimate
a linguistic-based model for detecting deception and test the out-of-sample
performance of this classification method.

Our linguistic classification models based on CEO or CFO narratives per-
form significantly better than a random guess by 6-16%. In terms of linguis-
tic features of the narratives, both CEOs and CFOs use more references to
general knowledge, fewer nonextreme positive emotion words, and fewer
shareholder value references. However, the pattern of deception for CEOs
differs from that for CFOs. Specifically, CEOs use more extreme positive

25 We also computed linguistic measures using the difference in the cues between the MD
and Q&A, The resulting classification models were statistically better than random for the
CEO, but not for the CFO. An important issue for future research is how (or perhaps whether)
to adjust the linguistic measures for this predictive task.
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emotion words and fewer anxiety words. In contrast, CFOs use more nega-
tion words and, for the most restrictive deception criterion (AAER), they
use more extreme negative emotion words and swear words. In addition,
under less restrictive criteria, deceptive narratives of CFOs contain fewer
self-references and fewer impersonal pronouns.

In terms of predictive performance, linguistic-based models either dom-
inate or are statistically equivalent to five contemporary models that are
based on the accounting and financial variables. Finally, a trading strat-
egy for the representative firm based on the CFO linguistic model pro-
duces a statistically significant annualized alpha (estimated using four-
factor Carhart [1997] model) between —4% and —11%, depending on
the deception criterion and portfolio selection method. The results for the
CEO linguistic model do not produce a statistically significant alpha. Based
on the strength of these exploratory performance results, we believe that
it is worthwhile for researchers to consider linguistic cues when attempting
to measure the quality of reported financial statements.

As with any exploratory study, our findings are subject to a number of
limitations. First, we are not completely certain that the CEO and/or CFO
know about the manipulation when they are answering questions during
the conference call. This issue will cause our deception outcome to be mea-
sured with error. Second, simply counting words (“bag-of-words”) ignores
important context and background knowledge. Third, we rely on a gen-
eral psychosocial dictionary, LIWC, which may not be completely appro-
priate for capturing business communication. Fourth, although we have a
large comprehensive set of conference calls, our sample consists of rela-
tively large and profitable firms. This limits our ability to generalize our
results to the whole population of firms. Finally, our sample only covers
the time period from September 2003 to May 2007. Because this is shortly
after the implementation of Sarbanes—Oxley and many restatements were
observed during this period, our results may not generalize to time periods
with fewer regulatory changes.

In terms of future research, it would be useful to refine general cate-
gories to business communication. It would also be desirable to adapt nat-
ural language processing approaches to capture the context of word usage
and the choice of phrases for identifying deceptive executive behaviors. We
have considered the conference call as a whole in our statistical analyses.
However, it may be the case that there are better verbal cues for identifying
deception in answers to questions related to specific accounts that were ac-
tually manipulated. It might be important to assess whether a question in
the Q&A has an overall aggressive or friendly tone. This approach might
enable us to refine the word categories or develop an alternative weighting
scheme for computing a deception index.
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