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governance, policy and human rights.  
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determining whether an individual meets a legal or other age restriction. That is significant 
because the efficacy (that is to say, the accuracy and reliability), as well as the impact on 
an individual’s human rights, can vary dramatically depending on what specific procedure 
is used to conduct age verification. Without knowing which specific procedure, or 
technology, the Government may choose to mandate for age verification, it is very difficult 
to provide comprehensive advice to this Committee’s inquiry. 

This submission adopts the following definitions of three foundational concepts: 

• ‘Age assurance’ is the process of establishing an individual’s age or age range. It 
is an umbrella term which refers to both age verification and age estimation 
methods.3 

• ‘Age verification’ implies a process of accurately determining a person’s age, 
such as by checking a copy of someone’s birth certificate before permitting them to 
obtain a learner’s driving permit.  

• ‘Age estimation’ refers to less precise processes of inferring someone’s age or 
the age range they fall into. For example, in NSW, anyone who appears to look 
under 25 years old may be asked by a security guard to provide proof of age when 
entering a licensed venue.4 

Some technologically-enabled forms of age assurance, particularly those relying on facial 
recognition or facial analysis technology, can be particularly intrusive on the right to 
privacy, and a range of associated human rights such as the right to equality and non-
discrimination. The Privacy Act 1988 (Cth) provides that biometric data is ‘sensitive 
information’, and therefore subject to stronger protections than many other forms of 
personal information. However, the Privacy Act was drafted before the rise of many forms 
of biometric technology, such as facial recognition, became widely available and so it 
does not contain adequate safeguards for the full range of privacy violations that can arise 
following the misuse of such technologies.5  
Two types of age assurance that rely on new technology—facial analysis and AI 
profiling—are particularly problematic. Each is dealt with in turn below. 

The dangers of facial analysis  
Facial analysis is a form of facial recognition technology which draws inferences about the 
characteristics of a person based on the physical features of their face. These techniques 
rely on biometric information to do this. Biometric information demands a higher level of 
privacy protection under the Privacy Act compared with ‘ordinary’ personal information. 
HTI is deeply concerned by some current reported uses of facial analysis for age 
assurance on social media platforms, including by Meta.6  
Facial analysis differs from other forms of facial recognition which can be used in identity 
verification processes, like facial verification (one-to-one matching of a face to a single, 
stored image of that same face – as is used in many digital identity systems) and facial 
identification (one-to-many matching of a face within a broader database of face images).  
Where facial analysis is used to assess characteristics about an individual, especially 
subjective characteristics such as an individual’s mood or emotions, the technology can 
be subject to high rates of error.7 While an individual’s age is not subjective, in the sense 
that one’s age is a question a fact, one’s age is not immediately or readily apparent from 
one’s face. This might be contrasted with a facial analysis tool that sought to identify 
people with blue or brown eyes.  
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While providers of age estimation technology claim high overall rates of accuracy, error 
rates can vary across demographic groups. There can be higher error rates in using facial 
analysis to estimate a child’s age. For example, Yoti (the company engaged by Meta 
Australia in June 2024 to commence verifying the ages of some users) notes it has a 
Mean Absolute Errors rate of 1.4 years for 13–17-year-olds.8 This raises concern for how 
effective this solution would be if rolled out at scale as a method for distinguishing 
between users under or over the age of 16. 
The use of facial analysis technologies on children also raises elevated privacy concerns 
given the particular sensitivities around collecting biometric information of children, and 
their legal capacity to provide free, informed and otherwise genuine consent to this 
process. Some parents have indicated concern for this approach; a recent survey 
conducted with parents by the UK Children’s Commissioner examined different methods 
of age assurance to restrict access to social media, with only 8% preferring the option of 
having their child’s face scanned.9 Even if a facial analysis tool purports to operate on an 
anonymous basis (in that the tool does not link its age estimation of a face with the identity 
of the individual whose face is being used), there remains a reasonable risk that any 
biometric information collected via this method could become linked to the individual’s 
social media profile information, or it could be saved in a database for AI training or other 
purposes. 
Facial recognition and analysis technologies are also historically less accurate for people 
of colour and people with disability.10 While technical, lab-tested accuracy is improving 
year on year, the precision of these sorts of tools will decline once deployed in real-world 
settings.11 This can be due to low light levels, unstable internet connections, or camera 
quality in users’ personal devices – the exact conditions which many social media users 
would likely experience in their homes when faced with an age estimation app. 
Finally, a number of case studies highlight just how easy these facial analysis tools are to 
circumvent. In June 2024, an Australian journalist applied an aging filter to an image of a 
child on their smart phone and successfully duped Yoti’s age estimation app.12  

The dangers of AI profiling 
AI profiling refers to the automated analysis of personal data to make decisions or 
predictions about an individual. Personal information used in AI profiling can be collected 
across a wide range of sources and can include internet search data, online spending 
habits, social media engagement and surveillance data.13  
AI profiling has been used to assess the age of a user based on their online behaviour. 
For example, a username, hashtag usage or IP address can all be used to estimate an 
individual’s likely age range.14 However, AI profiling cannot determine an exact age and 
has a wider margin for error as compared with other age estimation methods.15 While 
some studies have applied machine learning analysis to social media profiles to ascertain 
demographic data for research, the results highlight that age prediction from online 
behaviour can be highly variable in accuracy.16 There are also concerns that the 
behavioural indicators relied on for age estimation are subjective and based on 
unscientific assumptions of ‘mature’ online interactions, “conflating numeric age with life 
stage.”17 
The use of AI profiling for age estimation raises significant privacy concerns. AI profiling 
relies on the collection and analysis of personal information. However, individuals are 
often not meaningfully informed about how and when their data is being used. This 
impacts their ability to provide consent for the use of their information for age estimation 
purposes. Further, AI profiling can reveal highly personal information about a user beyond 
estimating their age. These processes rely on the ‘mosaic effect’18 of collating a trove of 
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behavioural and activity-based data which essentially can make an individual reasonably 
identifiable, irrespective of whether the AI-profiling tool claims to formally identify an 
individual or just estimate their age. The tool would then use this linked-up profiling data 
and its own AI-generated analysis to make a significant decision about that person’s 
eligibility to access a social media service. 

Using a human rights approach to analyse the proposal to use age 
verification to limit social media access for people under 16  
As previously noted, there are many procedures or processes by which age assurance 
can take place. All rely on at least some personal information—be it, say, the date of birth 
on one’s birth certificate, or biometric data in a facial analysis system. The extent to which 
the process collects, stores and uses that personal information depends on the 
technology and methodology adopted. This in turn determines the extent to which an 
individual’s human rights will be affected by an age-assurance process. 
Any decision to employ age verification as a means to enforce social media restrictions 
requires careful consideration. It is reasonable—indeed desirable—for the Government 
and Parliament to take steps to make children safe online, however, there is real 
complexity in determining what steps they should take, especially given some measures 
can have unintended consequences on the children who are intended to be protected.  
In this submission, HTI has applied Australia’s international human rights law obligations 
to some of the idea of applying age verification to restrict children under the age of 16 
from access social media platforms. The Australian Government is bound to follow 
international human rights law. In addition, in the context of age verification to protect 
children from social media harm, human rights law is particularly helpful to analyse how to 
characterise competing interests and to balance those interests in crafting a solution.  
In this submission, HTI applies a human rights analysis to assess the proposal to use age 
verification to protect children from social media harm. This involves assessing: 

1. what, if any, human rights are affected by the proposal 
2. whether the proposal pursues a legitimate aim 
3. whether any limitation on human rights is lawful, necessary and proportionate to 

achieve the legitimate aim.  
Given that this Committee is not considering a fully fleshed-out proposal for age 
verification, let alone a bill, any analysis about human rights compliance must make a 
number of assumptions about the technology adopted for age assurance or verification, 
and what safeguards are set out in law. We have set out what we consider to be the 
necessary assumptions in the remainder of this section of the submission, which follows a 
conventional three-step human rights analysis. On this basis, we consider that there are 
serious human rights risks in adopting a blunt minimum age requirement, backed up by 
current age verification or assurance procedures. 

Step 1: the human rights affected by this proposal 
As is increasingly being recognised in comparable democracies overseas, including most 
recently by the United States Surgeon General, social media platforms ‘have not been 
proven safe’ for children and young people.19 While exclusion from social media platforms 
may seem a straightforward solution to protect children from online harms, in practice this 
proposal has significant implications that are both negative and positive for the human 
rights of children. More specifically, the proposal is likely to engage a range of human 
rights, including privacy and freedom of expression. 
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The right to privacy 
The adoption of an age assurance procedure is likely to require all users to provide some 
personal information in order to access a social media service, not only children. This 
directly engages the right to privacy. 
Any age assurance procedure for social media would also take place within a context of 
existing community mistrust about how personal data is being captured and used (or 
misused) by social media companies, which are engaging in unchecked harvesting of 
personal information.20  
The right to privacy is a multifaceted human right, enshrined in international law by Article 
17 of the International Covenant on Civil and Political Rights (ICCPR), to which Australia 
is a party. The right to privacy underpins many other fundamental rights—such as 
freedom from discrimination and freedom of association, religion, thought and 
expression—because it provides an important brake against the misuse and overuse of 
individuals’ personal data. While the right to privacy is not an absolute right, this right 
cannot be limited or restricted arbitrarily. International law sets the default position that an 
individual’s right to privacy must be respected.  

Freedom of expression 

In the digital world, social media platforms can be an important way for people to 
participate in cultural, social and political processes which support the flourishing of 
human life. Online communication, including via social media, can support the right to 
freedom of expression, encompassing the right to access information, communicate 
freely, and hold and express beliefs. Social media can also support related rights such as 
the right to assemble and freely associate. Some researchers have referred to the Arab 
Spring as an example where social media was used to support peaceful assembly and 
protest. 

Social media can be an especially important gateway for young people under the age of 
18 who possess fewer avenues to access information. Online platforms have become a 
forum for young people to develop their thoughts, opinions and beliefs, and contribute to 
democratic functioning. There also can be benefits for children and young people 
accessing education, health information and communities online. For young people with 
marginalised identities, such as those in the LGBTQIA+ community; and those who are 
physically or socially isolated, due to disability, living in a remote location, or abuse in the 
home, social media can provide access to life-saving support lines and communities. 
Studies have found, for example, that some LGBTQIA+ young people, including those 
from ‘hostile home environments’, find safe spaces via social media where they can meet 
supportive peers, and access online resources about LGBTQIA+ topics—including 
information about physical, mental and sexual health.21 Other research highlights similar 
benefits for young people with disability; an Australian study found that learning to use 
social media led to increases in social participation among young people in rural areas 
with communication disabilities.22 

Protection of children 

There are also human rights imperatives associated with restricting children’s access to 
social media. There is increasing evidence of significant harm associated with, and 
perhaps inherent in, the interaction of children and young people with social media 
platforms. There is a growing body of research, for example, supporting a connection 
between social media engagement and poor mental health outcomes for children and 
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young people.23 There is also evidence of children suffering significant physical and 
psychological harm from online predatory behaviour on social media, such as sextortion 
scams; cyberbullying; and the use of generative AI to create and circulate offensive 
images of children.24  

The United Nations Committee on the Rights of the Child has recognised the significant 
implications for children’s privacy presented by ‘routine’ digital practices including 
‘automated data processing, profiling, behavioural targeting, mandatory identity 
verification, information filtering and mass surveillance’.25 

Step 2: would excluding children from social media be a legitimate aim? 
Any proposal regarding age verification in this area is premised on the idea that this would 
protect children under the age of 16 from harms associated with social media. The 
analysis above recognises that there are human rights benefits and harms associated with 
children accessing social media. The threshold question whether a blanket restriction on 
children under the age of 16 accessing social media constitutes a legitimate aim is, 
therefore, not straightforward to answer.  
Given the margin of appreciation that international law affords to nation states in seeking 
to protect their communities from harm, it is likely that it would not be inherently contrary 
to Australia’s international human rights law obligations to seek to restrict children under 
the age of 16 from accessing social media. While acknowledging that this is not certain, 
this submission proceeds from that assumption.  
In any event, it seems clear that any such proposal necessarily would limit some human 
rights (especially the rights to privacy and to freedom of expression). Hence, whether this 
proposal is justified in limiting these human rights will turn on the third step in the human 
rights analysis—considering whether the specific law and age assurance or verification 
procedures adopted are reasonable, necessary and proportionate to achieve the 
protective aim that is sought.  

Step 3: is age verification a reasonable, necessary and proportionate 
approach to protecting children from social media harm? 
As noted above, if one assumes that restricting social media access to people over the 
age of 16 is a legitimate aim for the purposes of international human rights law, the next 
question is whether any restriction on human rights—especially on freedom of expression 
and the right to privacy for affected children and adults, as described above—is no greater 
than is reasonable, necessary and proportionate to achieve that aim. 

Reasonableness and necessity 
If we accept, for the purposes of this inquiry, there is a significant risk of harms for 
children, associated with access to social media, in principle a legal restriction on that 
access is not unreasonable. 
Turning then to the question of necessity, excluding a child from a social media service is 
a blunt measure that would be difficult to implement in practice. One reason for this is that 
the proposal is unnecessarily broad. ‘Social media’ encompasses a wide range of online 
interactions. The Online Safety Act 2021 (Cth) defines a ‘social media service’ to include 
those services ‘where the sole or primary purpose is to enable online social interaction 
and where the service allows end-users to interact with other end-users and post 
material’.26  
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As noted in the eSafety Commissioner’s submission to this inquiry, the aim of removing 
children from ‘social media’ to protect them from harm is difficult to achieve as social 
media ‘forms part of a converged and integrated contemporary media environment’ with a 
‘fluid interplay between social media, websites, messaging apps, gaming platforms, dating 
apps, as well as ephemeral media’.27 This means that a child excluded from a social 
media platform such as Instagram, WhatsApp or TikTok, could easily be exposed to the 
same harmful content on a Google search engine, for example. In short, there is a real 
risk that this proposed legal restriction may not be sufficiently efficacious in protecting 
children from harm to meet the necessity requirement. 

Parliament also should consider, therefore, other law and policy reform to achieve this 
aim. To this end, the National Children’s Commissioner, Anne Hollonds, stated:  

Alternative and additional approaches to protecting children from online harm and securing 
their privacy should be considered alongside age verification and parental consent. These 
include stronger privacy protections for all users such as default privacy settings that are 
opt-in; requiring websites to be easily filterable by parental control software to better 
protect younger children; and providing education on human rights, online safety and 
privacy for parents and children.28  

This is similar to the approach taken in some jurisdictions overseas. The Californian Age 
Appropriate Design Code, for example, doesn’t impose restrictions on social media use, 
but rather requires companies to embed specific design features, privacy protection and 
harm minimisation settings to all products and services likely to be accessed by children 
under the age of 18.29  

Other jurisdictions have taken a more targeted approach to protecting children online, 
such as requiring age verification for online content that is lawfully restricted to adults. The 
Canadian Protecting Young Persons from Exposure to Pornography Bill S-210, for 
example, proposes to restrict young persons’ online access to sexually explicit material. 
Regulations will require a “prescribed age-verification method” to be used; for a method to 
be prescribed, it must be reliable, maintain user privacy, use personal information solely 
for age verification purposes, destroy any personal information once verification is 
completed, and comply with best practices for age verification and privacy protection.30 

HTI also urges the Committee to take into account concurrent reform processes and 
consultations that have a bearing on the age verification proposal. Given the pace and 
breadth of law and policy reform related to new and emerging technologies across 
parliament, regulators and government, it is crucial that there is co-ordination and 
coherence. The outcomes of the current consultation reviewing the Online Safety Act 
review, for example, are likely to be relevant to the deliberations of the Committee, 
including its consideration of the question of whether reform is needed to require industry 
to act in the best interests of the child, and if Australia should legislate a statutory duty of 
care similar to the UK’s Online Safety Act 2023.31 

Proportionality 
Where an age assurance process identifies an individual, particularly where sensitive 
biometric data is used to verify or estimate that person’s age, there is considerable 
intrusion on the right to privacy. A measure, such as age assurance, will likely be 
considered a proportionate limitation on the right to privacy where it is the least restrictive 
means possible to achieve the harm-prevention aim. In this context, any procedure for 
age assurance will need to be scrutinised by reference to the following sorts of questions: 
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• To what extent is personal data being collected, stored and used beyond that 
which is absolutely necessary to fulfil the age verification task?  

• Is sensitive biometric data involved, or other sensitive information about the user 
and the nature of their online activities? 

• In what circumstances would personal data be shared with others beyond the 
organisation running the relevant social media platform?  

• Is the age verification procedure designed in a way that preserves the anonymity 
of relevant individuals, to the maximum extent possible? 

• Is personal data being retained, and by whom? Is any age-related or other data 
being deleted immediately? Is data being retained by the social media platform, 
and potentially used for other purposes, such as targeted advertising, or brokered 
to a third party? 

Some age assurance technologies, such as the age estimation methods (facial analysis 
and AI profiling) outlined earlier, are likely to have a disproportionate negative impact on 
the privacy of all social media users given the amount of sensitive personal information 
that will need to be collected by a private company. Relying on these types of 
technologies to exclude children from social media also risks normalising the collection of 
sensitive biometric data by private companies, and can facilitate ‘function creep’. In 
Australia, we have already seen an increase in businesses’ adoption of non-consensual 
face scanning and scraping of face data, as evidenced by the practices of Clearview AI,32 
Bunnings and Kmart.33 
Conversely, some age verification technologies may offer greater privacy protections by 
ensuring that less personal information is collected, used and disclosed. For example, the 
use of a well-constructed and tightly-regulated digital identity system could prevent the 
identification of individuals seeking to verify their age for the purpose of accessing a social 
media platform. This may be the least intrusive age verification process currently 
available, and is being considered in comparable jurisdictions overseas—the European 
Union Taskforce on Age Verification, for example, is currently looking into restricting 
access to adult online content using the European Digital Identity Wallet.34 
In order to comply with Australia’s international human rights law obligations, an age 
verification system relying on a digital identity must be clearly established in law, with 
robust safeguards that: 

• impose rigorous technical and cybersecurity standards to protect the privacy of 
users’ personal information and their online activities 

• ensure system usability and equal access to services for all entitled users 
• guarantee strict use limitations on collected data, to ensure that data can only be 

used for the immediate purpose of verifying age in that exact use context 
• provide access to remedy should age assurance processes fail, leading to harms 

such as identity fraud or being arbitrarily blocked from accessing goods and 
services. 

 
With the above principles in mind, and subject to the two caveats described below, HTI 
considers that undertaking age verification through the Australian Government’s legislated 
Digital ID scheme could present an option that minimises the negative human rights 
impact, as compared with other age verification and assurance procedures. 
However, there are two immediate caveats to this approach in the context of considering 
the current age verification proposal. First, while the Digital ID Accreditation Rules allow 
for people to set up a Digital ID from the age of 15, not everyone will possess the required 
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ToR (c): The important role of Australian 
journalism, news and public interest media in 
countering mis and disinformation on digital 
platforms 

Independent media underpins trust in Australian democracy 
Independent journalism, news and public interest media underpin a well-functioning 
democracy. The media has a vital role to inform the public, fact-check falsehoods 
especially in the context of political discourse, and provide a platform for a diversity of 
voices and public debates. The importance of a healthy information environment has been 
recognised as foundational to Australian democracy, including by implication in the 
Australian Constitution.  
In recent years, Australians have increasingly received information and news from digital 
platforms. Social medial platforms like Facebook, Instagram, X and TikTok are said by 
some to resemble a ‘digital town square’, where people share news, information, and 
engage in political debates and advocacy. (That claim is also disputed by others, 
especially on the basis that the companies operating these platforms generally exist for 
profit-making purposes, rather than to provide a social good.) However, unlike the 
physical public square, digital platforms, in their current form, are not ‘neutral’ platforms. 
Their AI-based business model shapes our access to information, and the debates we 
have in new and sometimes insidious ways. Fundamentally, digital platforms have 
undermined public access to verifiable information about civil and political issues. 
It is estimated that approximately 4 billion people globally use social media platforms.37 
The extraordinary rise of social media has been accompanied by a rise in mis- and 
disinformation, fuelled particularly during times of uncertainty and heightened social 
anxiety (such as during the COVID-19 pandemic or USA elections).38 The growing 
availability of generative AI applications, especially in the last 18 months, has also 
provided new avenues to create and spread mis- and disinformation.  
Recent studies indicate declining public trust in authoritative statements of fact and 
events, even when they are supported by clear evidence, expertise or traditionally reliable 
sources, and a downward trend of confidence in government amongst OECD countries, 
including Australia.39 Unless this trend is reversed, we are likely to see further erosion of 
the quality of our public discourse, and a loss of legitimacy for our democratic institutions.  
In this context, the importance of Australian journalism, news and public interest media 
cannot be overstated. The challenge, considered by this Committee and elsewhere, is 
how to ensure access to reliable, truthful and diverse information and media in the context 
of the online environment.  

How Australians receive news and information 
There is a clear distinction between how Australians receive news and information on 
digital platforms compared with traditional print and broadcast media. 
First, while both traditional for-profit media and digital platforms rely on advertising 
revenue, there is huge scope for digital platforms to secure considerably higher revenues 
by intensive data collection about users to personalise their news feed. Personal data 

Joint Select Committee on Social Media and Australian Society
Submission 146



 
 
 
 

14 

 

feeds the engines of algorithms, which are designed to increase the level of 
engagement users have with content presented on their feeds (this is sometimes 
referred to as the ‘attention economy’). Content that is highly emotional, divisive, 
shocking and/or controversial is more likely to receive higher audience attention and 
interaction. The algorithms that sort content on social media platforms tend to 
prioritise this kind of content and are capable of sharing it rapidly and at great scale 
with audiences, often at the expense of truthful content. As a result, factual, balanced 
reporting can be deprioritised or drowned out, while false or misleading news likely to 
illicit emotion is frequently bumped up and reshared.  
Additionally, social media content is personalised and dynamic, users are presented 
vastly different information on their feeds, which over time affects perceptions of truth 
and widens the gap between individual experiences of reality. This can create echo 
chambers and feed polarisation. It can be difficult for users to understand the nature of 
content curation on their feeds, due to this personalisation and the opacity of the 
platforms. Australians today are less likely to benefit from a shared understanding of 
relevant public information which was more characteristic of the age of legacy media. 
It is also becoming increasingly difficult for people to source or fact check information 
on social media. For example, in the past, the content which Facebook users saw on 
their home pages was presented chronologically, and it was possible to scroll back to 
posts and engagements from days prior in order to review them. This is no longer the 
case, which makes it challenging to assess when and where information is coming 
from and hold authors to account. The advent of generative AI, with its capacity for 
synthetic content creation and rapid dissemination has supercharged the challenge of 
discerning fact from fiction online. As deep fakes, bots, and other forms of AI tools 
become more realistic and prevalent on social media, people are less able to trust the 
evidence they see and read. 

Regulation is required to address the challenges posed by mis- 
and disinformation  
HTI supports policy and law to protect access to independent and fair media and public 
interest journalism, including to counter mis- and disinformation.  
Digital platforms are already subject to Australian laws, and regulator oversight via bodies 
such as the Australian Communications and Media Authority (ACMA) and the eSafety 
Commissioner. The problem, however, is that the growth of mis- and disinformation 
online, and especially via social media, is not well addressed by existing law. While 
journalists and media organisations are subject to some laws designed to promote truthful 
content, those laws generally do not apply to social media and other digital platforms. 
Given the challenges posed by mis- and disinformation on digital platforms, it is incumbent 
on government to act. 
Regulation in this area is difficult to draft in a way that upholds freedom of expression and 
of the press. There is a risk that overly-tight regulation of news and online content can 
limit these freedoms unduly. That said, there are numerous examples of Australians laws 
that appropriately engage the right to freedom of expression. The Broadcasting Services 
Act 1992, for example, contains provisions to maintain a standard of journalism in line with 
public expectations, and it provides consequences when these standards are not met.40  
The challenges posed by regulating digital platforms to address mis and disinformation 
are well known, as was evident in the in-depth consultation on the Exposure Draft 
Communications Legislation Amendment (Combatting Misinformation and Disinformation) 
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